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Preface

This document is a formal contract deliverable with an approval code 1. It requires Government review and approval prior to acceptance and use. This document is under ESDIS Project configuration control. Once this document is approved, Contractor approved changes are handled in accordance with Class I and Class II change control requirements described in the EOS Configuration Management Plan, and changes to this document will be made by document change notice (DCN) or by complete revision.

Any questions should be addressed to:

Configuration Management Office
Code 423 
The ESDIS Project Office 
Goddard Space Flight Center 
Greenbelt, MD 20771
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Abstract

This Interface Control Document (ICD) defines the functional and physical design of each interface between ECS and the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Ground Data System (GDS), and includes the precise data contents and format for each interface. All modes (options) of data exchange for each interface are described as well as the conditions required for each mode or option. Additionally, data rates, duty cycles, error conditions, and error handling procedures are included. Communications protocols and physical media are detailed for each interface. 

This ICD is consistent with the ECS/ASTER GDS interface requirements, as described in the ASTER Memoranda of Understanding (MOU), the ASTER Project Implementation Plan (PIP), the Earth Science Data and Information System (ESDIS) Project -- Level 2 Requirements, the Functional and Performance Requirements Specification for the Earth Observing System Data and Information System (EOSDIS) Core System (ECS Level 3 requirements), and the interface requirements as shown in Appendix F. 

The references to AM-1 in this document refer to the Terra mission except when AM-1 is associated with a document name, software implementation, and interface protocols.

Keywords: ASTER, Japan, ICD, interface, EDC, EMSn, International Partner, AM-1, Terra, DAR, IST, interoperability, EOC, ICC, DCE, SNMP
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Section 1.  Introduction

1.1
Identification

This Interface Control Document (ICD), Contract Data Requirement List (CDRL) item 029, whose requirements are specified in Data Item Description (DID) 209/SE1, is a required deliverable under the Earth Observing System (EOS) Data and Information System (EOSDIS) Core System (ECS), Contract (NAS5-60000). 

1.2
Scope

This ICD defines all of the system interfaces that exist between ECS and the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Ground Data System (GDS).  

The ESDIS Project has joint responsibility with the ASTER GDS Project for the development and maintenance of this ICD.  Any changes in the interface must be agreed to by the relevant participating parties, and then assessed at the ESDIS Project Level.  This ICD will be approved under the signatures of the ESDIS and the Earth Remote Sensing Data Analysis Center (ERSDAC) ASTER GDS Project Managers. 

1.3
Purpose and Objectives

This document is written to formalize the interpretation and general understanding of the interface between ECS and the ASTER GDS.  This document provides clarification and elaboration of the ECS-ASTER GDS interfaces to the extent necessary to assure hardware, software, and operational service compatibility within the end-to-end system. 

This document provides a point of mutual control of external interface definitions by ESDIS and the ASTER GDS Project. 
1.4
Status

This is the final baseline version of the ICD for the definition of interfaces between the ECS and the ASTER GDS. The references to AM-1 in this document refer to the Terra mission except when AM-1 is associated with a document name, software implementation, and interface protocols.

A Work-Off Plan for any TBD, TBR, and TBS items associated with the ECS implementation has been included in Appendix A.  This Work-Off Plan provides the following information:

a.
ICD I/F Issue Number

b.
ICD Reference Paragraph

c.
ICD Issue Priority

d.
ICD Issue Type - Description

e.
Work-off Plan Task(s)

f.
Projected Resolution Date

g.
Risk Assessment

Appendix B contains the ODL Message Keywords (Objects).

Appendix C contains the ASTER-GDS IMS DAR Client API List.

This ICD has been submitted as a Configuration Control Board (CCB) approval Code 1 document. This document has been designated to be under full ESDIS CCB control. Changes may be submitted for consideration by Contractor and ESDIS CCBs under the normal change process at any time.

1.5
Organization

This document is organized in 9 sections plus appendices.  Section 2 contains information about documentation relevant to this ICD, including parent, applicable, and information documents.  Section 3 provides an overview of the ECS-ASTER GDS interfaces, with a brief description of the interfaces involved.  Section 4 provides an overview of the data exchange framework. Section 5.2 through 5.5 have been deleted. Sections 6 through 9 contain descriptions of ECS-ASTER GDS data flows, including data format and content, the data transfer method(s), and error handling.  Appendix A provides the Work-Off Plan supporting resolution of issues and closures of TBD, TBR and/orTBS items.  Appendix B identifies and defines ODL Message Keywords (Objects), Appendix C provides the ASTER DAR Client API List. Appendix E has been deleted. Acronyms and abbreviations are also included.

1.6
Document Change Procedure

Changes to the terms and conditions of this document can be initiated by either party and changed only by mutual agreement of both parties.  Proposed changes to this document must be approved by both the NASA ESDIS Project and ASTER Project CCBs.  The ESDIS Project CCB responsibility for this document is established in accordance with the requirements of the Earth Observing System Configuration Management Plan, 420-02-02.  The ASTER Project CCB responsibility for this document is established in accordance with the requirements of the document, ERSDAC AG-E-S-0004.
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Section 2.  Related Documentation

2.1
Parent Documents

The following documents are the parents from which this document's scope and content derive:

193-208-SE1-001
Methodology for Definition of External Interfaces for the ECS Project

304-CD-001-003
Flight Operations Segment (FOS) Requirements Specification for the ECS Project, Volume 1: General Requirements

304-CD-004-003
Flight Operations Segment (FOS) Requirements Specification for the ECS Project, Volume 2: AM-1 Mission Specific

304-CD-005-002
Release B Segment Requirements Specification

423-41-01
Goddard Space Flight Center, EOSDIS Core System (ECS) Statement of Work

423-41-02
Goddard Space Flight Center, Functional and Performance Requirements Specification for the Earth Observing System Data and Information System (EOSDIS) Core System (ECS)

423-41-18
Goddard Space Flight Center, Interface Requirements Document Between Earth Observing System Data and Information System (EOSDIS) and MITI ASTER GDS Project

None
Implementation Agreement Between the National Aeronautics And Space Administration of the United States of America and the Ministry of International Trade and Industry of Japan concerning Cooperation on the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Program, November 7, 1996.

505-10-11
Project Implementation Plan, Volume II - Ground Data System, Advanced Spaceborne Thermal Emission and Reflection Radiometer and ESDIS and EOS-AM Projects

2.2
Applicable Documents

The following documents are referenced herein and are directly applicable to this document. In the event of conflict between any of these documents and this document, this document shall take precedence.

423-41-60
Data Format Control Document for EMOS to ICC Planning and Scheduling Files for the ECS Project

505-41-31
Interface Control Document Between the EOSDIS Core System (ECS) and the NASA Science Internet (NSI)

505-10-35-1
Data Format Control Document for EOS FOS Project Data Base Volume 1: AM-1 Users

505-10-35-2
Data Format Control Document for EOS FOS Project Data Base Volume 2: AM-1 Mission

505-41-33
Interface Control Document Between the EOSDIS Core System (ECS) and Science Computing Facilities (SCF)

305-CD-510-002
 Release 5B Segment/Design Specification

None
Goddard Space Flight Center, ECS Technical Direction No. 11, "PDR Technical Baseline," 12/6/94

CCSDS 301.0-B-2
Consultative Committee for Space Data Systems (CCSDS), Time Code Formats, Blue Book, Issue 2

CCSDS 641.0-B-1
Consultative Committee for Space Data Systems (CCSDS), Parameter Value Language Specification (CCSD0006), Blue Book

CCSDS 641.0-G-1
Consultative Committee for Space Data Systems (CCSDS), Report Concerning Space Data System Standards, Parameter Value Language - A Tutorial, Green Book

ISBN 1-884133-12-6
Jamsa Press, Internet Programming, K. Jamsa, Ph.D. and K. Cope

ISO 7498
International Organization for Standardization, Basic Reference Model for Systems Interconnection

RFC791
Internet Protocol, J. Postel

RFC793
Transmission Control Protocol, J. Postel

RFC821
Simple Mail Transfer Protocol (SMTP), J. Postel

RFC959
File Transfer Protocol, Internet Standards, J. Postel and J. Reynolds

RFC977
Network News Transfer Protocol: A Proposed Standard for the Stream-Based Transmission of News, B. Kantor, P. Lapsley

552-FDD-96/010R0UD0
Goddard Space Flight Center, Earth Observing System (EOS) - AM1 Flight Dynamics Facility (FDF)/ECS Interface Control Document

AG-E-E-2209-R02
ASTER Level 1 Data Products Specification (GDS Version) Version 1.2

AG-E-E-2213-R02
ASTER Level 1 Browse Data Product Specification (GDS Version) Version 1.2
609-CD-005-004
EOSDIS Core System Project, Flight Operations Segment (FOS) Operations Tools Manual for the ECS Project, Revision 4

2.3
Information Documents

The following documents, although not directly applicable, amplify or clarify the information presented in this document, but are not binding. 

None
Operations Agreement (OA) Between the EROS Data Center (EDC) Distributed Active Archive Center (DAAC) and the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Ground Data System (GDS)

194-201-SE1-001
Systems Engineering Plan for the ECS Project

194-202-SE1-001
Standards and Procedures for the ECS Project

205-CD-002-006
Science User's Guide and Operations Procedure Handbook, Volume 4: Software Developer's Guide to Preparation, Delivery, Integration and Test with ECS

311-CD-521-001
Release 5B INGEST Database Design and Schema Specifications 

311-CD-522-001
Release 5B Interoperability Subsystem (IOS) Database Design and Database Schema Specifications for the ECS Project

311-CD-524-001
Release 5B Science Data Server Database Design and Schema Specifications

311-CD-525-001
Release 5B Storage Management and Data Distribution Subsystem Database Design and Database Schema Specifications 

311-CD-526-001
Release 5B Subscription Server Database Design and Database Schema Specifications for the ECS Project

311-CD-527-001
Release 5B Systems Management Subsystem Database Design and Schema Specifications

311-CD-528-001
Release 5B Registry Database Design and Schema Specifications

333-CD-510-002
Release 5B SDP Toolkit Users Guide

604-CD-001-004
Operations Concept for the ECS Project: Part 1 -- ECS Overview

604-CD-002-003
EOSDIS Core System Project, Operations Concept for the ECS Project: Part 2 -- Release B

604-CD-004-001
EOSDIS Core System Project, Operations Concept for the ECS Project: Part 2 -- FOS

175-WP-001-001
HDF-EOS Primer for Version 1 EOSDIS for the ECS Project (White Paper)

152-TP-001-005 
ACRONYMS for the EOSDIS Core System (ECS) Project 

152-TP-003-002 
Glossary of Terms for the EOSDIS Core System (ECS) Project

420-TP-021-001
Release 5B Implementation Earth Science Data Model

343-TP-001-001
IST Capabilities Document for the ECS Project

None
ASTER Science Team, ASTER Functional Requirements for Mission Operations

None
Committee on Earth Observations Satellites (CEOS) Working Group on Data, Guidelines for an International Interoperable Catalogue System, Catalogue Subgroup Issue 2.1

None
Goddard Space Flight Center, Earth Observing System Mission Operations Concept Document

421-11-19-03 Operations Interface Control Document, Earth Observing System AM Spacecraft to Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)

Section 3.  Interface Overview

3.1
Interface Context

The ECS and the ASTER GDS work together to provide ground support for mission operations and science data processing for the ASTER instrument onboard the EOS AM-1 spacecraft.  This support includes spacecraft and instrument mission operations (planning, scheduling, control, monitoring, and analysis), science data processing (data processing, distribution, and archival), and ground system communications and management.  In addition, the ASTER GDS will be interoperable with ECS so that an EOSDIS user or ASTER GDS user will be able to view the data holdings and order production data of the other system. 

Figure 3-1 presents a high-level context diagram for the ECS/ASTER GDS interfaces.  Note that the user interfaces for Data Search and Request and Data Product delivery in this diagram depict only the interfaces related to ECS/ASTER GDS data interoperability.

3.2
Pre-Mission Phase Interfaces

Some of the ECS-ASTER GDS interfaces described in this ICD occur during the pre-mission phase.  These interfaces are primarily concerned with setup and configuration of the ground system databases and interfaces prior to use in mission operations.
3.2.1
AOS-EMOS Pre-Mission Phase Interfaces

For AOS-EMOS interfaces, pre-mission interfaces begin after the delivery of the ECS IST software by NASA to ERSDAC, and subsequent installation of this software on an ASTER Operations Segment (AOS) host computer at the ASTER ICC.  After the ICC is operational, the ASTER Instrument Operations Team (IOT) at the ASTER ICC uses the ECS IST interface to the EOC to submit ASTER Data Base Updates for Activity Definitions, Activity Constraint Definitions, Relative Time Command Sequences (RTCSs), and Command Procedures.  (Note that the ASTER instrument team delivers command and telemetry data base definitions directly to the AM-1 spacecraft vendor for pre-mission check-out. During the pre-mission phase, EMOS will obtain this ASTER command and data base information from the AM-1 spacecraft vendor.  The EMOS will provide pre-mission PDB files to the AOS for verification prior to mission operations.)

3.3
Mission Phase Interface

Most of the ECS-ASTER GDS interfaces described in this ICD occur during the mission phase.  These interfaces are concerned with day-to-day mission and science operations within ECS and ASTER GDS.  Note that the interfaces concerned with setup and configuration of the ground configuration updates may occur throughout the lifetime of the AM-1 mission.
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Figure 3-1.  ECS/ASTER GDS Context Diagram

3.3.1
AOS-EMOS Mission Phase Interfaces

As during the pre-mission phase, the AOT may submit ASTER DataBase Updates for Activity Definitions, Activity Constraint Definitions, Relative Time Command Sequences (RTCS), and Command Procedures.  Updated ASTER command and telemetry definitions also may be submitted to EMOS using the ECS IST interface.  EMOS will make the approved command and telemetry definitions for the AM-1 spacecraft and ASTER available to the AOS.  The ASTER AOS may access EOC Project Data Base (PDB) either via the ECS IST interface (displays, reports) or via PDB text files that may be transmitted from the ECS IST to an ASTER AOS host. Procedures for coordination of PDB updates will be defined in the Operations ICD EOS AM Spacecraft to ASTER.

Mission phase interfaces include the exchange of planning and scheduling products for the ASTER instrument and the AM-1 spacecraft.  The products exchanged include ASTER Short Term Schedules (STS), ASTER One Day Schedules (ODS), Preliminary Resource Schedules, Activity Schedules, Detailed Activity Schedules, Requests for EOC Schedules, and Planning Aids.

The ASTER Instrument Operations Team (IOT) also may use the ECS IST to access Absolute Time Command (ATC) Load Reports and Integrated Reports from EMOS.  These reports provide insight into the AM-1 stored command load and upcoming activities and commands that are planned for AM-1 operations.

The ASTER Instrument Operations Team (IOT) and the EOC Flight Operations Team (FOT) exchange products including Real Time Command Requests (submitted by the ASTER IOT to the EOC FOT) and instrument, spacecraft, and overall AM-1 mission status reports.

During the real time contact, EMOS generates instrument real-time command notifications and instrument command uplink status (via event messages) whenever the EOC issues a real real time and historical event messages time ASTER command to the AM-1 spacecraft.  The IOT may use the ECS IST capabilities to access real time and historical event messages.
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Section 4.  Data Exchange Framework

4.1
Overview

Section 4 defines the data exchange framework for the network interfaces, message flows, and file transfers between ECS and the ASTER GDS.  Section 4.2 describes the network topology. Section 4.3 describes the internetworking protocol standards that are used for data and information exchange.  Section 4.4 addresses interface security. Sections 4.5 through 4.9 identify the protocols and handshaking control messages exchanged between ECS and ASTER GDS to accomplish the required data exchanges.

4.2
Physical Network Topology

In the U.S., the EOS Mission Support network (EMSn) supports all network-communications between EOSDIS and the ASTER GDS.

In Japan, the ASTER Data Network (ADN) supports all network communications between EOSDIS and the ASTER GDS. 

The following new EMSn ICDs describe the EMSn interfaces with ECS and ASTER GDS:

a.
ICD Between EMSn and ECS Elements

b.
ICD Between EMSn and Non-ECS Elements

EMSn and the ADN will each connect to a trans-Pacific link to provide connectivity for network communications between EOSDIS and the ASTER GDS.  The ICD Between EMSn and Non-ECS Elements will describe the EMSn interface to the trans-Pacific link. Internal ASTER GDS design documentation will describe the ADN interface to the trans-Pacific link.  Operation and maintenance responsibility for the trans-Pacific link will be mutually agreed between the U.S. and Japan.

The ECS CSMS and DAAC Design Specifications describe the topology of ECS local networks (e.g., refer to Section 2.2 for a complete listing of ECS design specifications).  The ICD Between EMSn and ECS Elements will define EMSn’s connectivity with the ECS. 

A high-level network topology diagram for ECS-ASTER GDS mission critical communications is shown in Figure 4-1.

[image: image6.wmf] 

time

 

ECS 

Client

 

(GDS to 

ECS

 

Gateway)

 

GDS

 

Inventory Search Request

 

Inventory Search Result

 

Browse Request

 

Integrated Browse Result

 

Price Estimate Request*

 

Price Estimate Result*

 

Product 

Request

 

Product Result

 

Product Status Request*

 

Product Status Result*

 

Product Cancel Request*

 

Product Cancel Result*

 

Product Update Information*

 

Product Update Acknowledge*

 

Directory Search Request

 

Directory Search Result

 


Figure 4-1.  High Level Network Topology for Mission Critical Communications

4.3
Internetworking Protocols

Internetworking protocols supporting ECS-ASTER GDS data exchange are based on protocols and standards corresponding to the Open Systems Interconnection (OSI) reference model.  These specifications are published in the International Organization for Standardization, Basic Reference Model of Systems Interconnection (Reference ISO 7498).  These layered protocols also are described in “Internet Programming; Jamsa Press, 1995.”

4.3.1
Internet Protocol (IP)

The Internet Protocol (IP), specified in RFC791, supports network layer data exchanges between ECS and the ASTER GDS.  The network layer provides transparent transfer of data between transport entities.  The IP addresses for ECS and ASTER GDS network nodes and workstations are determined at the time of installation.

4.3.2
Transmission Control Protocol (TCP)

Transmission Control Protocol (TCP) provides connection-oriented transport services between host computers. TCP, specified in RFC793, is a reliable end-to-end protocol designed to fit into a layered hierarchy of protocols which support multi-network applications.  TCP provides for guaranteed delivery of data between host computers, as opposed to User Data Protocol (UDP), which is a connectionless-oriented transport service with no guaranteed delivery.

4.3.3
File Transfer Protocol (FTP) 

File transfers between the ECS IST and ASTER GDS host computers are accomplished through the use of standard File Transfer Protocol (FTP). 

EDS file transfer between GSFC DAAC in ECS and ADN in ASTER GDS CSMS is accomplished through the use of standard FTP.

Standard FTP services are described in RFC959.

4.3.4
Simple Mail Transfer Protocol (SMTP)

The protocol for e-mail transfer is the Simple Mail Transfer Protocol (SMTP).  SMTP is described in RFC821.  E-mail message formats are defined in RFC822.

4.3.5
Network News Transfer Protocol (NNTP)

ECS bulletin board services use the Network News Transfer Protocol (NNTP) for sending and receiving messages.  ECS bulletin board services are a standard Internet application where messages are directed to all readers of a named group. NNTP is defined in RFC977. 

4.4
Interface Security

Network communications between ECS and the ASTER GDS will be accomplished via the EMSn. Neither ASTER GDS nor its host computers will provide external access to EOSDIS.  EMSn,  ECS, and the ASTER Data Network (ADN) will provide the packet filtering function. In addition, ECS also will perform port filtering.  The detailed implementation is described in the EMSn-Non-ECS Elements ICD.  End-to-end hosts will implement the respective security method as follows:

The ASTER GDS will host a copy of the ECS IST toolkit software on an ASTER GDS-provided workstation at the ASTER Instrument Control Center (ICC).  Some data exchanges between the ASTER ICC and the EOC will be accomplished through the use of the ASTER-ICC’s ECS IST.  The use of EMOS security software in the EOC and the ASTER ICC’s ECS IST toolkit supports reliable user authentication and ensures the security of the mission critical interfaces between the ECS EOC and the ASTER ICC.  To ensure security, EMOS will allow connections to the EOC from IP select addresses and encrypt usernames and passwords.

4.5
Data Exchange Between the EMOS and the ASTER GDS AOS

Some electronic data exchange between the EMOS and the ASTER GDS AOS will be accomplished through an ECS IST Toolkit hosted on an ASTER GDS-provided workstation at the ASTER ICC.  The handshaking and higher level communications protocols for transferring data between the EOC and the ASTER ICC’s ECS IST Toolkit are documented in EMOS design specifications (refer to Section 2.2 for a complete listing of applicable EMOS design specifications).  Network connectivity between the ASTER ICC’s ECS IST and the EOC will be accomplished via mission-critical communications (EMSn) circuits.

4.5.1
Automated File Transfers Between ECS IST and ASTER AOS

4.5.1.1
Messages Exchanged via Automated FTP

Planning and scheduling messages and planning aids files are transferred between the ECS IST and the ASTER GDS AOS via automated FTP over the ASTER ICC LAN. (Refer to Figure 4-2.)
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Figure 4-2.  Data Files Transferred via Automated FTP

The EMOS automatically sends FTPs planning aid files (as defined in Section 5) to the ASTER AOS whenever new planning aid files are received from FDF and successfully ingested into the EMOS.  

The ASTER AOS sends STSs and ODSs to the ECS IST; these files are automatically ingested and processed by the EMOS.  The EMOS automatically sends a Preliminary Resource Schedule file to the ASTER AOS in response to every STS received.  This Preliminary Resource Schedule file covers the same time frame as the corresponding STS.  Likewise, the EMOS automatically sends an Activity Schedule file to the ASTER AOS in response to every ODS received.  This Activity Schedule file covers the same time frame as the corresponding ODS. The STS, ODS and DAS are described in detail in the the Data Format Control Document for EMOS to ICC Planning and Scheduling Files for the ECS Project.

The ASTER ICC may obtain the most recent versions of EOC schedules by sending a Request for EOC Schedules file to the ECS IST.  The Request for EOC Schedules file results in the automatic delivery of an Activity Schedule file to the ASTER AOS.  This Activity Schedule file covers the time frame requested in the Request for EOC Schedules file.  The ASTER AOS may send a Request for EOC Schedules file to the ECS IST at any time during the scheduling process.

EMOS automatically delivers Detailed Activity Schedule files to the ASTER AOS whenever these products are generated or updated by the EMOS.

4.5.1.2
Message Sequence for Automated FTP

A generic message sequence applies for all automated FTP transfers between the EMOS and the ASTER AOS.  In this transfer sequence, the sender of the data initiates the communications session with the receiver.  Using standard FTP, the sender transfers the data file to a specified directory on the receiving host computer.  Immediately upon completion of the FTP of the data file, the sender sends a ‘signal file’ to the same directory on the receiving host computer.  

The ‘signal file’ is used by the receiving host to identify the completion of the file transfer of the data file.  The file name of the ‘signal file’ will be the same as the file name of the data file, except that the ‘signal file’ will have the additional extension field of “XFR”.  For example, if the ASTER AOS sends a data file named “ASTER_STS_1999028001.txt”, the corresponding ‘signal file’ is named “ASTER_STS_1999028001.txt.XFR”.  Similarly, if the ECS IST sends a data file named “EOC_PRS_1999028003.txt”, the corresponding ‘signal file’ is named “EOC_PRS_1999028003.txt.XFR”.

4.5.2
Interfaces Supported by Operator Interaction with the ECS IST

Through use of the ECS IST’s user interface, the ASTER IOT will have access to other EMOS tools and capabilities for building command procedures, relative time command sequences, and real time command requests.  These products are submitted to the EMOS through the ECS IST user interface. (Refer to Figure 4-3.)

The ASTER AOS may access EOC Project Data Base (PDB) files either via the ECS IST interface (displays, reports) to an ASTER AOS host or via PDB text files directly FTP’d from the EOC.  

The IOT and other AOS host operators also will have access to ECS IST displays and EOC reports through the ECS IST user interface.  This allows the ASTER IOT to use the ECS IST to access to EOC event messages for command notification and command load reports.  

The ECS IST user interface also may be used by the IOT and other AOS operators to view EOC plans and schedules and to access EMOS tools for requesting and viewing the results of command-level constraint analyses performed on ‘what-if’ analysis schedules by the EMOS Command Management Subsystem.

Details of the ECS IST user interface will be documented in the EMOS Operations Manual for the ECS Project.

4.5.3
Email Exchange Between the ASTER ICC and the EOC

Operations status reports and inter-instrument coordination messages are exchanged between the ASTER IOT and the FOT via email.  Two paths exist for the exchange of email between the ASTER ICC and the EOC.  (Refer to Figure 4-3.)

The ASTER IOT may use the ECS IST to exchange email (over EMSn circuits) with the FOT at the EOC.  In this case, the email exchange is between the ASTER ICC’s ECS IST and the FOT’s EOC User Stations.

Optionally, the ASTER IOT use email services provided on an ASTER AOS host to exchange mail with the FOT via the Internet.  In this case, the email exchange is between an ASTER AOS host computer and the FOT’s off-line computers in the EOC.

Policies for email exchange will be documented in the Operations ICD EOS AM Spacecraft to ASTER.
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Figure 4-3.  ECS IST Operator Interfaces

4.6
Data Exchange Between the ECS SDPS and the ASTER GDS SDPS

4.6.1
ASTER Gateway: Information Manager

The interface between the ECS and the ASTER GDS Information Management Subsystem (IMS), via the ASTER Gateway IM, supports two-way catalog interoperability to provide an exchange of data and information. Specifically, this interface supports the search, location and acquisition of data between ECS and the ASTER GDS IMS, providing ECS and ASTER GDS IMS users with ready access to the data and services provided by the other system.  Figure 4-4 displays a high level context diagram for the catalog interoperability interfaces between ECS and the ASTER GDS.  The specific catalog interoperability interfaces supported via the ASTER Gateway include the following:

a.
directory search request/results - for finding data sets

b.
inventory search request/results - for locating specific granules within a dataset
c.
acknowledge - to acknowledge reception of inventory search results chunk
d.
browse requests/responses - for enabling the user to retrieve/view “representative images, as well as non-image data

e.
product requests/results - placement of orders for full resolution data sets

f.
quit - notification of premature termination of a session due to problems; also used at the normal termination of inventory results exchanges of chucks

g.
price estimate request/result - confirmation of price prior to product request

h.
product status request/information - confirmation of product processing status

i.
product Cancel request/response - cancellation by users

The interface between the ASTER GDS IMS, and ECS, via the ASTER Gateway, uses Object Description Language (ODL) to implement the messages shown in Figure 4-4. 

a.
The ASTER Gateway translates the ASTER GDS user’s ODL service request into Object Oriented Distributed Computing Environment (OODCE); in addition, Illustra’s version of SQL is used as the Earth Science Query Language (ESQL) for ECS.

b.
Using OODCE/SQL, the ECS interfaces via the ASTER Gateway to the ASTER SDPS. To accommodate the interface to the ASTER SDPS, the ASTER Gateway first translates the ECS user’s service request into ODL.

4.6.1.1
ASTER Gateway: DAR Communications Gateway

The ASTER Communications Gateway is the software that is used to support all communications infrastructure necessary for two-way protocol conversion between TCP/IP sockets and DCE RPC to accommodate communications between the ASTER GDS DAR Server and the ECS DAR Tool (part of Client Subsystem).  

4.6.1.2
ASTER Gateway: Management Subsystem

The ASTER Gateway Management Subsystem (MSS) includes the management support functions needed within the ASTER Gateway to support the ECS-ASTER GDS IMS interfaces.
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4.6.2
Data Acquisition Requests (DARs)

Data exchange between the ASTER GDS SDPS and the ECS SDPS for DARs will be accomplished via Application Programming Interfaces (APIs) to a DAR Client application which is integrated into the ECS SDPS Client.  This DAR Client application will be developed by the ASTER GDS and provided to NASA for use in the ECS SDPS Client.  The APIs provide the interface between the DAR Gateway and ASTER IMS DAR Server.  The DAR Client API List is provided as Appendix C to this document.

The communications layer application between the DAR Client Application and the ASTER GDS DAR Server will consist of the ASTER GDS DAR Server communicating with the ASTER Gateway using existing protocol; the ASTER Gateway communicates via RPCs to ECS DAR clients.

Network connectivity for communications between the ECS and the ASTER GDS for DAR communications will be accomplished via EMSn circuits.  Note: All DAR network traffic passes through an EMSn router. 

4.6.3
Delivery of ASTER Level 1A and Level 1B Products

The ASTER GDS will store Level 1A and Level 1B products on separate tapes. A total of five tapes will be shipped to EDC on a daily basis.

4.6.3.1
Level 1A Product File

ASTER Level 1A Product File Format is defined in the ASTER Level 1 Data Products Specification (GDS Version).  Products will be shipped to EDC in the form of D3 tapes without any additional processing. Contents of Level 1A Product file are as follows:  
a.
Browse of ASTER L1 Product shall be created only when ASTER L1 Product is created

b.
The Product File and a Browse File will be produced for each scene

c.
The Product File will contain image data, ancillary data, supplement data, Generic Header, and a Specific Header

4.6.3.2
Level 1B Product File

ASTER Level 1B Product File Format is defined in the ASTER Level 1 Data Products Specification (GDS Version). Products will be shipped to EDC in the form of D3 tapes without any additional processing. Contents of Level 1B Product file are as follows:

      a.   Browse data shall not be created when L1B product is created.
b.
The Product File will be produced for each scene.

c.
The Product File will contain Generic Header, and Specific Header.

Table 4-1 summarizes the contents of ASTER Level 1A and 1B Products for delivery.

4.6.3.3
Data Shipping Notice

When the tapes for a delivery of ASTER Level 1A and 1B Products have been completed, but prior to delivery, ASTER GDS will e-mail a Data Shipping Notice prefixed with the standard header to the EDC DAAC via the SMC.

Table 4-1.  Level 1 Products

	Product Category
	
Product

	L1A
	L1A products scheduled using L0 data as the source.

	
	Re-processed L1A Products

	L1B
	L1B products scheduled using L1A products which have been created on the previous production unit.

	
	L1B products scheduled in response to DPRs using existing L1A products.

	
	Re-processed L1B products


4.6.3.4
D3 Tape Preparation

The D3 tapes shall be prepared with a 256KB tape blocking factor. The organization of files on the tape shall be: a tar file consisting of the PDR for the entire tape, followed by a succession of tar files, each consisting of a minimum 1 scene. Each tar file, except the first and last, shall be between 0.5 and 2.0 GB in size. In general, each D3 tape may contain no more than 390 scenes; however since the number of scenes per D3 tape is variable, when L1A files contain VST mode data, the average number of scenes may be 465.

4.6.3.5
D3 Tape Delivery

ASTER GDS will create a total of five D3 tapes daily.  The total data stored on all five tapes will not exceed 135.875 GB (this is the uncompressed size).  Since tapes may not be shipped by ASTER daily, ECS may receive none, or more than five tapes on any given day.  The ASTER Level 1 Product Structure in D3 Tape is shown in Figure 4-5. In addition, replacement tapes may be accepted when the L1 product structure does not conform to Figure 4-5. In such cases, the information contained in the PDR for that tape must enable the accurate grouping of Product and Browse files for L1A products. 
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Figure 4-5.  ASTER Level 1 Product Structure in D3 Tape 

4.6.3.5.1
D3 Tape Storing Rules

The following storing rules apply to all ASTER Level 1A and Level 1B products delivered by the ASTER GDS to EDC on D3 tapes: 

a.
Files will be stored into D3 tapes by use of the UNIX tar command.  The UNIX tar command will not use absolute path.  To unpack all files in a TAR file, the following UNIX command can be used:  mt fsf  <archive file offset>  +  TAR  xf  <device> *

b.
Files in D3 tape will be stored without any file directories.

c.
The TAR archival unit for L1A Products will be divided so that the total size does not exceed 2GB.  The archival unit for ECS is a Product File-Browse file pair.  The Product File is for a scene of data.

d.
The Product Delivery Record will contain the number of archives and the number of EOF skips for each file.  Product Delivery Record will be contained in the first archive of the tape. The first archive will contain only the Product Delivery Record File.

e.
Files will be stored on the D3 tape in chronological order within an archive.  The storage order between tar archives can be of any order.

f.
Level 1A and 1B Products will be stored on separate media.

g.
D3 Tapes are always compressed by hardware.

h.
All L1 re-processed products in a production unit (1 day) will be shipped.

4.6.3.6
Physical Media Format

4.6.3.6.1
Product Delivery Record File

The format of the Physical Media Product Delivery Record (PDR) is shown in Table 4-2.

The structure of Physical Media Product Delivery Record (PDR) is shown in Figure 4-7.  An example of  a Product Delivery Record PVL  is  shown in Figures  4-7.  Following Level 1 data ingest ECS will, as appropriate, send a Product Delivery Record Discrepancy (PDRD) and a Product Acceptance Notice (PAN) message to the EDC operator. These messages are both e-mails sent to GDS through the SMC via EMSn.

4.6.3.7
Metadata

Product-Core Metadata and Product-Specific Metadata of ASTER-Level 1A and 1B products are defined in the ASTER Level 1 Data Product Specification (GDS Version).  Each Metadata will be stored in the Product File.  In addition to the Metadata in the Product File, XAR information (XAR ID, XAR Type) will be stored in the Product Delivery Record as described in Table 4-2.

4.6.3.8
Browse

Browse data of the ASTER-Level 1A and 1B products will be defined in the ASTER Level 1 Data Products Specification (GDS Version).  Browse of Level 1 Product shall be created only when L1A product is created. Browse of L1B shall not be created. 

Table 4-2.  Format of Product Delivery Record

	

Parameter
	

Contents
	
PVL Data Type
	Max Length (Bytes)
	

Value

	ORIGINATING_
SYSTEM
	PDR originator
	ASCII
	20
	Identifier of the processing facility in the ASTER GDS.

	TOTAL_TAPE_FILE_
COUNT
	The total number of TAR files included in the shipped tapes.
	Integer 

ASCII
	4
	1-9999

	TOTAL_FILE_COUNT
	Total number of Product-Browse Files

Note: if this parameter is <=0, ECS automatically computes the count.
	ASCII
	4  
	1-9999

	OBJECT
	Start of Product-Browse File Pair Definition
	ASCII
	10
	FILE_GROUP*

	ARCHIVE_FILE_
OFFSET
	Offset to the tar archive file which contains the target file (i.e., the number of EOFs to be skipped). 
	Integer 

ASCII
	4
	1-9999

	DATA_TYPE
	Data type. Registered ESDT short name for data.
	ASCII
	20
	AST_L1A, AST_L1B 



	OBJECT
	Start of File Parameters. Repeat for each File in the Product-Browse File Pair
	ASCII
	9
	FILE_SPEC

	DIRECTORY_ID
	Directory name for any sub-directories in TAR File
	ASCII
	256
	Directory ID parameter is omitted since TAR File on D3 tape does not have sub-directories. “NOT_USED” is always set to DIRECTORY_ID.

	FILE_ID
	File name follows ASTER GDS File Naming convention.
	ASCII
	256
	The File ID of a Product-Browse File

	FILE_TYPE
	File data type.
	ASCII
	20
	SCIENCE, BROWSE

	FILE_SIZE
	File size in Byte
	ASCII     Unsigned 32bit Integer
	10
	<4.295 * 10 9

	END_OBJECT
	End of parameters for each file.
	
	9
	FILE_SPEC

	OBJECT
	Start of XAR Info Entry.
	ASCII
	9
	XAR_ENTRY

	GRANULE_ID**
	Granule ID defined by ASTER GDS
	ASCII
	29
	PVL string

Note: this is a double quoted string

	XAR_INFO_COUNT
	Number of XAR Information Objects
	ASCII
	10
	 0-1100 PVL integer

	OBJECT
	Beginning of XAR Information, repeat for XAR_INFO_COUNT
	ASCII
	8
	XAR_INFO

	XAR_ID
	XAR_ID
	ASCII
	10
	Pvl integer

	XAR_TYPE
	XAR_TYPE
	ASCII
	32
	PVL string

Note: this is a double quoted string

	END_OBJECT
	End of XAR Information
	ASCII
	9
	XAR_INFO

	END_OBJECT
	End of XAR Information Entry
	ASCII
	9
	XAR_ENTRY

	END_OBJECT
	End of parameters for each file group
	
	
	FILE_GROUP


Legend:

*
A File Group represents an ECS Granule. (A Granule is the smallest aggregation of data that can be inventoried with ECS and ordered from ECS.) An ASTER Granule is a single Product File/Browse aggregate in the case of Level 1A  data and a single Product File in the case of 1B.


[image: image2.wmf]
Figure 4-6.  Structure of Physical Media PDR (level 1 cassette)


ORIGINATING_SYSTEM = ASTERGDS;


TOTAL_TAPE_FILE_COUNT = 4;


TOTAL_FILE_COUNT = 8;

OBJECT = FILE_GROUP;



DATA_TYPE = AST_L1A;



ARCHIVE_FILE_OFFSET = 1;


OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;




FILE_ID = <aster HDF EOS file name>;




FILE_TYPE = SCIENCE;




FILE_SIZE = 242120;



END_OBJECT = FILE_SPEC;



OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;



FILE_ID = <aster browse file name>;




FILE_TYPE = BROWSE;




FILE_SIZE = 2098;



END_OBJECT = FILE_SPEC;



OBJECT = XAR_ENTRY;




GRANULE_ID = <aster xar granule id>;




XAR_INFO_COUNT = 2




OBJECT = XAR_INFO;





XAR_ID = <aster xar id>;





XAR_TYPE = <aster xar type>;




END_OBJECT = XAR_INFO;




OBJECT = XAR_INFO;





XAR_ID = <aster xar id>;





XAR_TYPE =<aster xar type>;




END_OBJECT = XAR_INFO;



END_OBJECT = XAR_ENTRY;


END_OBJECT = FILE_GROUP;


OBJECT = FILE_GROUP;



DATA_TYPE = AST_L1A;



ARCHIVE_FILE_OFFSET = 2;


OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;




FILE_ID = <aster HDF EOS file name>;




FILE_TYPE = SCIENCE;




FILE_SIZE = 242120;



END_OBJECT = FILE_SPEC;



OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;



FILE_ID = <aster browse file name>;




FILE_TYPE = BROWSE;




FILE_SIZE = 2098;



END_OBJECT = FILE_SPEC;



OBJECT = XAR_ENTRY;




GRANULE_ID = <aster xar granule id>;




XAR_INFO_COUNT = 2;




OBJECT = XAR_INFO;





XAR_ID = <aster xar id>;





XAR_TYPE =<aster xar type>;




END_OBJECT = XAR_INFO;




OBJECT = XAR_INFO;





XAR_ID = <aster xar id>;





XAR_TYPE =<aster xar type>;




END_OBJECT = XAR_INFO;



END_OBJECT = XAR_ENTRY;


END_OBJECT = FILE_GROUP;

Figure 4-7(a).  Sample Product Delivery Record PVL 

     (Level 1A Product Tape) (1 of 2)


OBJECT = FILE_GROUP;



DATA_TYPE = AST_L1A;



ARCHIVE_FILE_OFFSET = 3;


OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;



FILE_ID = <aster HDF EOS file name>;




FILE_TYPE = SCIENCE;




FILE_SIZE = 242120;



END_OBJECT = FILE_SPEC;



OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED; 



FILE_ID = <aster browse file name>;




FILE_TYPE = BROWSE;




FILE_SIZE = 2098;



END_OBJECT = FILE_SPEC;



OBJECT = XAR_ENTRY;




GRANULE_ID = <aster xar granule id>;




XAR_INFO_COUNT = 1;




OBJECT = XAR_INFO;





XAR_ID = <aster xar id>;





XAR_TYPE = <aster xar type>;




END_OBJECT = XAR_INFO;



END_OBJECT = XAR_ENTRY;


END_OBJECT = FILE_GROUP;


OBJECT = FILE_GROUP;



DATA_TYPE = AST_L1A;



ARCHIVE_FILE_OFFSET = 4;


OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;



FILE_ID = <aster HDF file name>;




FILE_TYPE = SCIENCE;




FILE_SIZE = 2589510;



END_OBJECT = FILE_SPEC;



OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;



FILE_ID = <aster browse File name>;




FILE_TYPE = BROWSE 




FILE_SIZE = 3020;



END_OBJECT = FILE_SPEC;



OBJECT = XAR_ENTRY;




GRANULE_ID = <aster granule id>;




XAR_INFO_COUNT = 1;




OBJECT = XAR_INFO;





XAR_ID = <aster xar id >;





XAR_TYPE = <aster xar type>;




END_OBJECT = XAR_INFO;



END_OBJECT = XAR_ENTRY;


END_OBJECT = FILE_GROUP;

Figure 4-7(a).  Sample Product Delivery Record PVL 

     (Level 1A Product Tape) (2 of 2)


ORIGINATING_SYSTEM = ASTERGDS;


TOTAL_TAPE_FILE_COUNT = 1;


TOTAL_FILE_COUNT = 1;


OBJECT=FILE_GROUP;



DATA_TYPE = AST_L1B;



ARCHIVE_FILE_OFFSET = 1; 



OBJECT = FILE_SPEC;




DIRECTORY_ID = NOT_USED;




FILE_ID = <aster HDF file name>; 




FILE_TYPE = SCIENCE; 




FILE_SIZE = 242120; 



END_OBJECT = FILE_SPEC 



OBJECT = XAR_ENTRY; 




GRANULE_ID = <aster granule id>; 




XAR_INFO_COUNT = 9999; 




OBJECT = XAR_INFO;





XAR_ID = < aster xar id>;





XAR_TYPE = <aster xar type>; /* XAR_TYPE is equal to or */








/* less than 32 Byte */




END_OBJECT = XAR_INFO;



END_OBJECT = XAR_ENTRY;


END_OBJECT=FILE_GROUP;

Figure 4-7(b).  Sample PDR (L1B Product Tape Without Browse File)

4.6.3.9
Data Shipping Notice

Prior to a delivery of ASTER Level 1A and 1B Products to EDC, ASTER GDS SDPS DADS will send a Data Shipping Notice by e-mail, via EMSn to the EDC DAAC when the tapes for delivery have been completed. The ASTER GDS SDPS DADS will transmit the Data Shipping Notices by e-mail, via EMSn to the ECS DAAC Operations Supervisor at EDC.  In the event that an expected Data Shipping Notice is not received, the DAAC Operations Supervisor at EDC will inform the ASTER GDS SDPS DADS Operations Supervisor in accordance with the Operations Agreement between the GDS and the DAAC.

The structure and format of Data Shipping Notice to be used at DADS are depicted in Figure 4-8 and Table 4-3. The standard E-mail Header given in Figure 8-2 must be used.

[image: image11..pict]
Figure 4-8.  Structure of Data Shipping Notice

Table 4-3.  Format of Data Shipping Notice
	
Parameter
	Data Type
	
Byte
	
Content

	VOLUME_ID
	ASCII
	6
	Bar Code Follows ASTER standard Table 4-5

	CREATE_DATE/TIME
	ASCII
	20
	Date (GMT) Date/Time when tape generation began; yyyy-mm-ddThh:mm:ssZ, where T indicates start of time information and Z indicates “Zulu” time.


4.6.3.10
File Naming Convention

Naming convention of L1 Product File for delivery to EDC is shown in Table 4-4.

Table 4-4.  File Naming Convention

	Field
	Bytes
	Content
	Value

	Creator
	2
	Characters representing the file creator. Specify PGS(SDPS2) as the data creator.
	“pg”

	Delimiter
	1
	
	“-“

	Data Type
	2
	Characters representing the data type (Product).
	“PR”

	Product Level
	4
	Alpha-numerics representing the Product Processing Level.
	1A00 and 1B00

(note: trailing numeric zero, not letter)

	Supplemental Information
	2
	Alpha-numerics. Usage includes to identify the sensor.
	

	Delimiter
	1
	
	“-“

	Sequential Number
	18
	Sequential number given in the product generation process.
	

	Production Plan ID
	10
	
	9999999999

	Delimiter
	1
	
	“_”

	Production Request ID
	3
	
	999

	Delimiter
	1
	
	“_”

	Sequential Number of Product in Production Request
	3
	
	999


4.6.3.11
Bar Code Convention

Figure 4-10 and Table 4-5 represent the bar-code format of L1 product media to be shipped to EDC.

[image: image12..pict]Figure 4-10.  Bar Code Format Used for Media for Delivery to EDC

Table 4-5.  Definition of Bar Code Format for Media Delivery to EDC

	Field Name
	Bytes
	Content
	Value

	(a) Media Creator
	1
	A character representing Media Creator.
	“A”=ASTER

	(b) Media Type
	1
	An alpha-numeric representing Media Type.
	“E”=For shipping

‘E’ in the first tape shall be changed to ‘X’ in the re-transmitted tape. The bar code format for re-transmitted tapes shall be AXxxxx where “xxxx” is a hexadecimal number. 

	(c) Sequential Number in each Media Type 
	4
	A sequential number in each Media Type (in Hex)
	0-`FFFF X’

(0-65535 in decimal)


4.6.4
Generic Non-ASTER DATA Products Processing

Generic non-ASTER products, including Global Assimilation (GDAS) data products, will be presented to ASTER GDS by the GSFC DAAC, or any DAAC, via the EMSn.  Correspondence related to electronic data exchange shall be accomplished using EMSn where the appropriate message header is appended. Figure 8-2 contains the standard E-mail Header associated with this correspondence.

4.7
Data Exchange between the ECS CSMS and the ASTER GDS AOS - DELETED

4.8
Data Exchange Between the ECS CSMS and the ASTER GDS CSMS

Network communications for the exchange of management data will use SMTP electronic mail (email) and will be formatted in a machine-parsable form.  More detailed information describing the interfaces between the ECS CSMS and the ASTER GDS CSMS GSMS is contained in Section 8 of this ICD.

4.9
Expedited Data From The ECS GSFC DAAC to the ASTER GDS CSMS ADN/DADS

ECS will provide Expedited Data Sets (EDS) to the ASTER GDS for use in evaluating the operation of the instrument.  Refer to Section 9 of this document for EDS overview and information related to EDS protocols, formats, authentication, etc.
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Section 5.  Interfaces Between the ECS EMOS and the ASTER GDS AOS

5.1
Overview

This section describes interfaces for data and information exchange between ECS EMOS and the ASTER GDS AOS, including the transmission of planning aid files, instrument command information, reports, and coordination messages. For EMOS to ICC planning and scheduling file specifications, see 423-41-60, EMOS to ICC Planning and Scheduling Files for the ECS Project.

5.2
Planning and Scheduling Message Overview - DELETED

5.3
Schedule Messages - DELETED

5.4
Schedule Data Record Formats - DELETED

5.5
Request for EOC Schedules - DELETED

5.6
Planning Aids

Planning Aids are automatically sent from the EMOS to the ASTER AOS via automated FTP over EMSn. Planning aid files are sent to the ASTER AOS whenever new planning aids are received from the GSFC Flight Dynamics Facility (FDF) and successfully ingested into the EMOS.  The purpose of Planning Aids are to provide the ASTER AOS with orbital information for use in planning and scheduling the ASTER instrument.

Planning aids that will be sent to the ASTER AOS are:

a.
Predicted EOS-AM1 Ephemeris

b.
Predicted Orbital Events

c.
Predicted Orbit Number and Start Time

d.
Predicted Subsatellite Point (Ground Track)

e.
Orbit Adjust Maneuver Request

f.
Planned Orbit Maneuver Dataset

Refer to the Earth Observing System (EOS) - AM1 Flight Dynamics Facility (FDF)/EOSDIS Core System (ECS) Interface Control Document for a complete listing of Planning Aid contents and data formats.

5.7
Project Data Base Updates

The ASTER AOS receives changes for the ASTER portion of the AM-1 PDB (command, telemetry, activity, and constraint definitions) via direct FTP of the PDB files from the EOC.  PDB updates are validated, approved, and placed under configuration control at the EOC prior to usage in operations.

The ASTER IOT may retrieve AM-1 PDB definitions (command, telemetry, activity, and constraint definitions) through the tools provided in the ECS IST toolkit.  The PDB updates may be retrieved in the form of displays and reports.  

5.8
Absolute Time Command (ATC) Load Report

The purpose of the ATC Load Report is to provide the ASTER ICC with information on the contents of the AM-1 SCC stored command load that was generated from the Detailed Activity Schedule.  The ATC Load Report is generated  prior to the start of the target day. 

The ATC Load Report is accessible through the ECS IST GUI. 

Figure 5-3 shows the preliminary layout of the ATC Load Report text file.

                                        A M - 1   A T C  L O A D  R E P O R T                                PAGE   1

                              Mission name                       AM-1

                              Satellite ID  (I)                  nn, (Hex =   xx)

                              Load name:                         AM1_ATC_xxxxxxxxxxxxxxxxxxxx

                              Load creation time:                yyyy:ddd:hh:mm:ss

                              Load execution times - first cmd:  yyyy:ddd:hh:mm:ss

                                                   - last cmd:   yyyy:ddd:hh:mm:ss

                              Load after time:                   yyyy:ddd:hh:mm:ss

                              Load by time:                      yyyy:ddd:hh:mm:ss

                              Est. time for uplinking     = 000000

                              Load Size in Bytes          = nnnnn 

                              Primary uplink              = yyyy:ddd:hh:mm:ss

                              Secondary uplink            = yyyy:ddd:hh:mm:ss

                              Tertiary uplink             = yyyy:ddd:hh:mm:ss

                              # commands in load          = nnnn

                              # critical commands         = nnnn

                              Starting Location #         = nnnn

                              Ending Location #           = nnnn

Listing of Control Commands:

Command #   48-bit command data (Octal)      48-bit command data (Hexadecimal)    Decoded data (Hexadecimal)

            ---------------------------      ---------------------------------    ------------------------- 

   n  =       nnn nnn nnn nnn nnn nnn            xx  xx  xx  xx  xx  xx             xx  xx  xx  xx  xx  xx

---------------------------------------------------------------------------------------------------------------------

                                  A M - 1   A T C  L O A D  R E P O R T                                      PAGE   n

  MEMORY          COMMAND        TIME TAGS   INH     COMMAND           SUBMNEMONIC/            CRIT     CMD DATA     

 LOCATION     EXECUTION TIME      (OCTAL)    GRP     MNEMONIC            VALUE                 FLAG     (OCTAL)      

----------   -----------------   ---------   ---    -------------      ------------            ----   ------------   

  nnn        yyyy:ddd:hh:mm:ss   nnnnnnnnn   nn     Cmd_Mnemonic                                 x     nnnnnnnnn     

  nnn        yyyy:ddd:hh:mm:ss   nnnnnnnnn   nn     Cmd_Mnemonic        Sub = Value              x     nnnnnnnnn     

                                                                        Sub = Value              x     nnnnnnnnn     

  nnn        yyyy:ddd:hh:mm:ss   nnnnnnnnn   nn     Cmd_Mnemonic        Sub = Value              x     nnnnnnnnn     

***************************************************** REPORT END ****************************************************

Figure 5-3.  ATC Load Report File Layout

5.9
Integrated Report

The purpose of the Integrated Report is to provide the ASTER ICC with information on the operations plan for the target day, including the ground script and the contents of the AM-1 SCC stored command load that was generated from the Detailed Activity Schedule.  The Integrated Report is generated prior to the start of the target day.

The Integrated Report is accessible through the ECS IST GUI.

Figure 5-4 shows the preliminary layout of the Integrated Report text file.

5.10
Command Procedures

The ASTER IOT may define Command Procedures and input these Command Procedures to the ECS IST. Command Procedures typically contain a set of ECS Command Language (ECL) directives that perform a single function at the EOC (e.g., configure a portion of the EOC ground system or initiate transmission of commands from the EOC to safe an instrument).  After approval, these Command Procedures may be executed in the EOC by the Flight Operations Team (FOT).  Command Procedures are classified as either Normal or Contingency.

Command Procedures are input to the ECS IST (Procedure Builder tool).  Using an ECS IST tool, the Command Procedure file is sent to the FOT at the EOC for approval.  Command Procedures are approved and validated by the EOC prior to use in operations.

Each Command Procedure contains a time ordered listing of ECL directives and optional ECL logic statements.  Refer to the ECS IST Toolkit documentation for more information on Command Procedures and the Procedure Builder tool.

5.11
Relative Time Command Sequences

The ASTER IOT may define Relative Time Command Sequences (RTCS) and input these RTCSs to the ECS IST.  Approved RTCSs are uplinked and stored onboard the spacecraft.  An RTCS is a pre-defined set of commands which performs the same instrument activity on a routine basis.  Execution of commands within a RTCS is based on the specified relative time offset between each command.

                                  A M - 1   I N T E G R A T E D  R E P O R T                                 PAGE   1

                              Mission name                       AM-1

                              Satellite ID  (I)                  nn, (Hex =   xx)

                              Report file:                       xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx.RPT

                              Reporting Period Start Time:       yyyy:ddd:hh:mm:ss

                              Reporting Period Stop Time:        yyyy:ddd:hh:mm:ss

---------------------------------------------------------------------------------------------------------------------

                                  A M - 1   I N T E G R A T E D  R E P O R T                                 PAGE   n

yyyy:ddd:hh:mm:ss
ECL Directive from the Ground Script
!Descriptive Text

yyyy:ddd:hh:mm:ss
/Cmd_Mnemonic Submnemonic=Value
!Cmd_Description of RT Cmd

yyyy:ddd:hh:mm:ss

Orbit Event


!Label Activity Description


ATC Loc nnnn
Cmd_Mnemonic 
Submnemonic=Value
yyyy:ddd:hh:mm:ss
!Cmd_Description of ATC Cmd


ATC Loc nnnn
Cmd_Mnemonic 
Submnemonic=Value
yyyy:ddd:hh:mm:ss
!Cmd_Description of ATC Cmd

yyyy:ddd:hh:mm:ss
ECL Directive from the Ground Script
!Descriptive Text

yyyy:ddd:hh:mm:ss
/Cmd_Mnemonic 
Submnemonic=Value
!Cmd_Description of RT Cmd


ATC Loc nnnn
Cmd_Mnemonic 
Submnemonic=Value
yyyy:ddd:hh:mm:ss
!Cmd_Description of ATC Cmd


ATC Loc nnnn
Cmd_Mnemonic 
Submnemonic=Value
yyyy:ddd:hh:mm:ss
!Cmd_Description of ATC Cmd

yyyy:ddd:hh:mm:ss
MSG “  Start of TDRS Contact  “

!ECL Event Msg

yyyy:ddd:hh:mm:ss
AOS:  TDRS_ID
TDRS_Service
Duration
Service_Parameters
!Start of TDRS Service

yyyy:ddd:hh:mm:ss
#ECL comment describing scheduled load uplink

yyyy:ddd:hh:mm:ss
START LOAD_ATC (Loadname.UPL)
!Cmd_Procedure Description

yyyy:ddd:hh:mm:ss
/Cmd_Mnemonic 
Submnemonic=Value
!Cmd_Description of RT Cmd


ATC Loc nnnn
Cmd_Mnemonic 
Submnemonic=Value
yyyy:ddd:hh:mm:ss
!Cmd_Description of ATC Cmd

yyyy:ddd:hh:mm:ss
/Cmd_Mnemonic 
Submnemonic=Value
!Cmd_Description of RT Cmd


RTS RTS#
Cmd_Mnemonic 
Submnemonic=Value
yyyy:ddd:hh:mm:ss
!Cmd_Description of RTCS Cmd


RTS RTS#
Cmd_Mnemonic 
Submnemonic=Value
yyyy:ddd:hh:mm:ss
!Cmd_Description of RTCS Cmd

yyyy:ddd:hh:mm:ss
LOS:  TDRS_ID
TDRS_Service


!End of TDRS Service

yyyy:ddd:hh:mm:ss
MSG “  End of TDRS Contact  “

!ECL Event Msg

***************************************************** REPORT END ****************************************************

Figure 5-4.  Integrated Report File Layout
RTCS are input to the ECS IST through the ECS IST GUI (RTS Load Builder tool).  At the request of the ECS IST operator, the RTCS is sent to the FOT at the EOC for approval.  RTCSs are approved and validated by the EOC prior to uplink to the spacecraft.

Each RTCS includes a list of command mnemonics (including any submnemonics or required command parameters), a relative time offset for each command, and a text description for each command.  Refer to the ECS IST Toolkit documentation for more information on RTCSs and the RTS Load Builder tool.

5.12
Real Time Command Requests

The ASTER IOT may prepare Real Time Command Requests and input these Real Time Command Requests to the ECS IST.  A Real Time Command Request is used during non-nominal situations to request execution of a selected command procedure at the EOC, transmission of a specified ASTER command to the spacecraft, or execution of a specified RTCS onboard the spacecraft.  The Real Time Command Request must be submitted to the ECS FOT prior to the specified real time contact. The time frame for submitting Real Time Command Requests will be defined in the Operations ICD EOS AM Spacecraft to ASTER. 

Real Time Command Requests are input to the ECS IST through the ECS IST GUI.  At the request of the ECS IST operator, the Real Time Command Request is sent to the FOT at the EOC for approval.  The ASTER IOT and the EOC FOT communicate by voice to exchange information regarding the implementation or rejection of a Real Time Command Request.  

The EMOS provides command verification status of ASTER real time commands to the ASTER AOS via EOC event messages, as described in Section 5.13 - Instrument Real Time Command Notification and Section 5.14 - Instrument Command Uplink Status.  

Note:  Since the EOC event messages include the command mnemonic of the ASTER real time command and a time stamp, the ASTER IOT can use this information to correlate specific ASTER real time commands to their corresponding command uplink status. 

The contents of the Real Time Command Request include:

a.
Subject

b.
Originator

c.
Subsystem or Instrument ID (ASTER)

d.
Spacecraft ID (AM-1)

e.
Selected EOC command procedure

1.
Time of execution of the command procedure

2.
Listing of the commands in the Command Procedure and their parameters (arguments)

3.
Instructions. (examples of Real Time Command Request instructions are listed in Table 5-16.)

Table 5-16.  Real Time Command Request Instructions

	Field
	Explanation

	Label
	Unique identifier for this Real Time Command Request

	Type
	Type of modification (Add, Delete, Change)

	Time
	The time of execution of a Real Time Command Request. The time is specified in UTC.

	Commanding Mode
	Desired command mode (one step, two step)

	Commands for Execution
	Specifies the real time command to be executed (for example):

     -  individual command mnemonic (including
        submnemonics and parameter values), or

     -  RTCS identifier

	Comments
	Text explanation or other useful information provided by the ASTER IOT to the EOC FOT


5.13
Instrument Real Time Command Notification

Instrument Real Time Command Notifications
 are automatically sent from the EOC to the ECS IST at the ASTER ICC.  The purpose of Instrument Real Time Command Notifications are to notify the ASTER IOT that the EOC has issued a command to the ASTER instrument during a real time contact.  This command may have been issued from the ground script by the EOC FOT as a result of a Real Time Command Request or by the EOC FOT in response to an instrument contingency situation. 

Instrument Real Time Command Notification messages are event messages which consist of a time stamp (indicating the time that the event message was generated at the EOC), an event messages which consist of a time stamp (indicating the time that the event message was generated at the EOC), an event message number (for use in referencing EMOS Event Message documentation), the command mnemonic of the command that was issued, including any applicable submnemonics and command parameter values.  

Instrument Real Time Command Notification is provided to the ASTER IOT through the ECS IST display console in the form of an event message.  The ASTER IOT also may request event message reports using the ECS IST user interface.

5.14
Instrument Command Uplink Status

Instrument Command Uplink Status
 is automatically sent from the EOC to the ECS IST at the ASTER ICC.  The purpose of the Instrument Command Uplink Status is to notify the ASTER IOT of the status (command receipt and/or execution verification) of a command that was issued to the ASTER instrument during a real time contact.  The command may have been issued from the ground script by the FOT as a result of a Real Time Command Request or by the FOT in response to an instrument contingency situation.

Instrument Command Uplink Status event messages are event messages which consists of a time stamp (indicating the time that the event message was generated), an event message number (for use in referencing EMOS Event Message documentation), and a text status field providing the command uplink status information (see Table 5-17).  Instrument Command Uplink Status event  messages are generated by EMOS software at the EOC; these event messages are distributed to the  ECS IST. 

Instrument Command Uplink Status is provided to the ASTER IOT through the ECS IST display console in the form of an event message.  The ASTER IOT also may request event message reports using the ECS IST user interface. 

Note:  At the beginning of each TDRSS contact, the EOC’s spacecraft state check process uses spacecraft housekeeping telemetry data to verify that all ATC commands (with telemetry verification mnemonics specified in the PDB) that were scheduled since the previous TDRSS contact were properly executed.  The EOC will generate an event message for each of these ATC commands which fail EOC spacecraft state check verification.  The ASTER IOT may use ECS IST capabilities to request EOC Event History Reports.  These IST capabilities will be described in the EMOS Operations Tools Manual.

5.15
Operations Status Reports

5.15.1
Spacecraft Status Reports

Spacecraft Status Reports are sent from the EOC to an AOS host computer at the ASTER ICC. The delivery of Spacecraft Status Reports will be accomplished through the use of e-mail services (refer to Section 4.5.3).  Status report content, frequency of transmission, and e-mail distribution lists will be negotiated between the ASTER Operations Team (AOT) and the ESDIS EOS Mission Operations Manager (MOM).

Table 5-17.  Instrument Command Uplink Status Information

	Event Message Status Field

	Command Cmd_Mnemonic successfully executed

	Submnemonic Submnemonic not found in command data base

	Invalid value Value for Submnemonic in command Cmd_Mnemonic

	Not all submnemonics have been entered for command Cmd_Mnemonic

	Critical command Cmd_Mnemonic canceled by operator

	Command Cmd_Mnemonic prereq fail: param=Pvalue; expected Value1-Value2 **

	Prerequisite check overridden by operator for command Cmd_Mnemonic

	Command Cmd_Mnemonic was not received onboard (lost in transmission)

	Unable to confirm receipt of command Cmd_Mnemonic onboard (TLM dropout)

	Command Cmd_Mnemonic received onboard; failed execute verification

	Command Cmd_Mnemonic received onboard; cannot verify execute (TLM static)

	Command Cmd_Mnemonic received onboard; cannot verify execute (TLM dropout)


** “param” is the telemetry parameter whose value is checked. 

Pvalue is the current value of the telemetry parameter.

Value1 - Value2 is the range of acceptable prerequisite values specified in the EOC data base for 

command Cmd_Mnemonic.

5.15.2
Mission Status Reports

Mission Status Reports are sent from the EOC to an AOS host computer at the  ASTER ICC.  The delivery of Mission Status Reports will be accomplished through the use of e-mail services (refer to Section 4.5.3).  Status report content, frequency of transmission, and e-mail distribution lists will be negotiated between the AOT and the ESDIS EOS MOM.

5.15.3
Instrument Status Reports

Instrument Status Reports are sent from an AOS host computer at the ASTER ICC to the EOC.  The delivery of Instrument Status Reports will be accomplished through the use of e-mail services (refer to Section 4.5.3).  Status report content, frequency of transmission, and e-mail distribution lists will be negotiated between the AOT and the ESDIS EOS MOM.

5.16
Inter-instrument Coordination Messages

Inter-instrument Coordination Messages may be exchanged among the ASTER IOT, other AM-1 IOTs, and the FOT at the EOC.  The exchange of inter-instrument coordination messages is accomplished through the use of e-mail services (refer to Section 4.5.3).  The content of these messages, frequency of transmission, and distribution of these messages are left to the discretion of the EOC FOT and the IOTs.

Section 6.  Interfaces Between the ECS SDPS and the ASTER GDS SDPS

6.1
Overview

This section describes the interfaces for data and information exchange between ECS SDPS and ASTER GDS SDPS, including data exchanges in support of catalog interoperability (user search and order), ASTER DAR submittal/statusing, exchange of data shipping notices, orbit data anomaly notifications, and delivery of data products.

6.2
Catalog Interoperability

This section contains a detailed definition of each data interface between ECS and the ASTER GDS that is required to support two-way catalog interoperability. In particular, an identification of each data flow is provided along with a discussion of the functional purpose of that flow and the detailed format and contents of each interface.  This section also identifies the mandatory/optional extensions to the V0 protocols that need to be added in order to take advantage of new ECS Version 1 (V1) services.

Since the above-referenced messages are implemented using Object Description Language (ODL), an example of the ODL normalization forms and standardized conventions is provided in Figure 6-1. These standardized conventions, which provide a formal method of describing ODL commands, include the following rules:

a.
keywords are words that have a special meaning in ODL, itself, and are treated as instructions.

b.
all keyword are printed in CAPS 

c.
items in square brackets ([ ]) are options.

d.
items in parentheses (...) indicate that these items may be repeated any number of times

e.
after the parentheses (...) a single character is given that tells how many occurrences are allowed; i.e., 

1.
a ‘*’ means zero or more occurrences

2.
a ‘+’ means one or more occurrences 

f.
Each group is further defined down to its keyword components.

[image: image13..pict]
Figure 6-1.  Example of ODL Normalization Form Illustrating Conventions

In Appendix B, each keyword is defined in terms of the following items of information, as appropriate:

a.
synopsis (short English-Language description of the keyword),

b.
parent groups, 

c.
children, 

d.
ODL type; e.g., 

1.
integer, 

2.
real, 

3.
date,

4.
string, 

5.
aggregate, 

6.
symbol, 

7.
sequence string,

8.
character string

e.
maximum value length

f.
possible values

6.2.1
Data Flows Between ECS to ASTER Gateway and ASTER SDPS Servers for Requests Originating from ECS Users

The data flows between the ASTER Gateway and the ASTER SDPS Servers, for requests originating from ECS users are depicted in Figure 6-2. Specifically, the following data flows are depicted: 

a.
Inventory Search Request 

b.
Inventory Search Result 

c.
Acknowledge

d.
Browse Request 

e.
Integrated Browse Result

f.
Product Request 

g.
Product Result 

h.
Quit

i.
Price Estimate Request (extension*)

Not implemented by ECS

j.
Price Estimate Result (extension*)


Not implemented by ECS

k.
Product Status Request (extension*)

Not implemented by ECS

l.
Product Status Result (extension*)


Not implemented by ECS

m.
Product Cancel Request (extension*)

Not implemented by ECS

n. 
Product Cancel Result (extension*)

Not implemented by ECS

o. 
Product Update Information (extension*)

Not implemented by ECS

p.
Product Update Acknowledge (extension*)
Not implemented by ECS
*Note:
An extension is a message which is not supported by Version 0, but is specifically added to the V0 protocol in order to exploit new ECS Version 1 services. ERSDAC  has agreed to provide the definition of these extensions.
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Note1:  ERSDAC must implement ODL to include ECS Request ID in V0 Product Request.

Note 2: Message which is not supported by V0, but is added to V0 protocol to exploit new ECS V1 services.

Figure 6-2. Interfaces Between ECS to GDS Gateway and  ASTER SDPS

All of the messages described above in Figure 6-2 are implemented using Object Description Language (ODL). (For a description of ODL refer to the User's Guide for the Object Description Language Processing Software Library, Release 2.1 – Draft.)  All of these messages are handled by the IMS Kernel (IK) layer [Note: the ASTER Gateway and the ASTER SDPS IMS contain several software modules, at the communications (lowest) layer, which serve as library routines and are, collectively, referred to as the IK layer].  Each of these messages is described, in detail, in the sections which follow.

The ASTER Gateway translates between these V0 protocols and OODCE/ESQL which is understood by ECS.

The following illustration and associated text provides an example sequence of message traffic between an ECS Client (the ECS to ASTER Gateway) and the GDS (see Figure 6-3).

1.
ECS Client sends an Inventory Search Request message to GDS with a desired query criteria and GDS responds with an Inventory Search Result message which specifies information about each of the data sets found.

2.
ECS Client can, optionally, send a Browse Request message to GDS specifying data sets they wish to preview before placing an order. The GDS responds with the appropriate Integrated Browse Result messages.

3.
Not implemented by ECS. ECS Client can send a Price Estimate Request message to the GDS to get estimated product price information and the GDS responds back with the Price Estimate Result message.

4.
ECS Client places an order using the Product Request message and the GDS responses with the Product Result message which indicates that the order has been received.

5.
Not implemented by ECS. ECS Client can, optionally, send a Product Status Request message to the GDS to check on the status of a previously placed order.  The GDS will respond with a Product Status Result  message which will contain completion date (planned or actual), price (estimated or actual), and sub-request information (data sets within the higher level product request).

6.
Not implemented by ECS. ECS Client can, optionally, send a Product Cancel Request message to the GDS to attempt to cancel an entire product request or individual sub-requests.  The GDS responds with the Product Cancel Result message which contains status information (whether or not the order(s) could be successfully canceled).

7.
Not implemented by ECS. The GDS sends the Product Update Information  message to the ECS to ASTER Gateway upon completion of the order (when the order is filled and shipped) containing completion date and actual price information.  The Gateway responds with a Product Update Acknowledge  message indicating that it acknowledges that the order was shipped.

6.2.1.1
Directory Information

There is no directory information flow between the ECS to GDS Gateway and GDS. ECS users will be able to perform Directory Searches using the EDG client. The search is submitted from the EDG client to the V0-ECS Gateway. The V0-ECS Gateway looks in the ECS Data Dictionary database and returns it to the EDG client. The EDG client then performs a lookup on the GCMD for directory information related to that entry ID. 

Note that the GCMD must be populated with ESDT DIFs (Directory Interchange Format) information before this can be done. 
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Note: * = Message which is not supported by V0, but is added to V0 protocol to exploit new ECS V1 services.
Figure 6-3.  Example Sequence of Message Traffic Between an ECS Client and the GDS

6.2.1.2
Inventory Search Request/Result and Acknowledge

The purpose of the inventory search is to aid a user in searching through the available inventory, locating and retrieving metadata about specific granules of the product(s) of interest, and determining whether any granules should be ordered.  The search criteria, specified by the user, are based on the following searchable attributes: source, sensor, geophysical parameter, dataset name, data center id, geographical coordinates (area), temporal intervals.  An inventory search request for ASTER GDS IMS services, originating from an ECS user, is entered via the ECS to GDS Gateway.  The ECS to GDS Gateway sends the ASTER SDPS Servers inventory search criteria based on characteristics of the data.  The ASTER SDPS Servers retrieve the requested granules metadata, and sends these items back to the ECS to GDS Gateway.  The basic "building blocks" for a chunk/tree include the following items of information: 

a.
Inventory Result Prefix - This item of information consists of the following sub-items:

1.
Message_ID

2.
Data_Center_ID 

3.
Status_Code

4.
Status_Code_Comment (optional)

5.
Unmapped_Field (optional)

According to the rule, every chunk/tree must contain an Inventory Result Prefix.

b.
Package Group - This includes metadata about collections of granules that can be ordered from an archive. The package group can be part of a dataset group or can be outside the dataset groups according to three options to be discussed in the paragraphs below.

c.
Dataset Group - This item includes metadata within the Dataset Group.  Every chunk may contain 0 or more items of Dataset Group metadata.

d.
Granule Group - This item includes metadata within the Granule Group.  According to the rule, every chunk will include 0 or more Granule Group information items.  It is always part of a dataset group.

A package is a collection of granules or data which can be ordered from an archive.  An ASTER GDS Server can integrate package information into the chunk/tree according to the following three options:

a.
Option 1 - Insert all Package Groups ahead of the first Dataset Group

b.
Option 2 - Insert relevant Package Groups ahead of each Dataset Group

c.
Option 3 - Embed relevant Package Groups inside each Dataset Group

Although a single INVENTORY_SEARCH_RESULT tree could be transmitted containing the entire response to an INVENTORY_REQUEST, the result would often be a very large tree.  To make the socket messages more easily handled, the total result can be sent by servers as a number of smaller trees called chunks, each containing part of the total results.  Clients logically merge the chunks back into the total message that form the total inventory results tree.  When the V0 protocol was originally being developed, chunks were limited to 64KB in reference to VMS limitations.  This size limit is now just a guideline.  Many servers control chunking based on number of repeating groups (granules or packages) rather than on number of bytes.

A chunk always begins with the Inventory Result Prefix, which is followed by:

a.
some number of package groups and nothing else; or

b.
some number of package groups followed by some number of data set groups (possibly containing, in turn, some number of granule groups)

c.
some number of data set groups (usually containing granule groups)

d.
some number of data set groups (containing package groups and possibly granule groups)

The ECS to GDS Gateway returns a separate acknowledge message to the ASTER SDPS Servers upon receiving each chunk. The Inventory Search Request and Inventory Search Results messages are implemented using ODL---their ODL Normalization Forms are defined in the immediately-following sections. [A discussion of the ODL standardized conventions is provided as reference in Section 4.1. Detailed definitions of the message keywords (e.g., MESSAGE_ID) are provided in Appendix B.]

In order to accommodate two-way mapping of terminology between ECS and the ASTER SDPS, the ECS to GDS Gateway maintains a Sybase database containing the terminology mapping information.  The ECS to GDS Gateway database is built by a Gateway Administrator using ECS to GDS Gateway search parameters, ECS schema and metadata.  Specifically, upon receiving a request from the ECS, the ECS to GDS Gateway performs a ECS-ASTER mapping table look-up within the ECS to GDS Gateway database, converting the ECS request into ASTER SDPS terminology. Similarly, results returned from the ASTER SDPS to the ECS to GDS Gateway are converted, via the ASTER-ECS mapping service, to ECS terminology prior to returning these results to the ECS. 

6.2.1.2.1
ODL Normalization Form for Inventory Search Request

The ODL Normalization Form for an Inventory Search Request sent from the ECS to GDS Gateway to the ASTER SDPS Servers is provided below.  

INVENTORY_SEARCH_REQUEST group ::==

    MESSAGE_ID

    [AUTHENTICATOR]

    [ECS_AUTHENTICATOR]

    GRANULE_LIMIT 

    [BROWSE_ONLY]

    [CAMPAIGN]

    [DATASET_ID]

    [SENSOR_NAME]

    [SOURCE_NAME]

    [START_DATE]

    [STOP_DATE]

    [START_DAY_OF_YEAR]

    [STOP_DAY_OF_YEAR]

    [DAY_NIGHT]

    [PROCESSING_LEVEL]

    [PARAMETER]

    [XAR_ID]




Note: Only applicable from ECS to ASTER GDS







Note: Not implemented by ECS

    [CLOUD_COVERAGE]



Note: Only applicable from ECS to ASTER GDS







Note: Not implemented by ECS

    GLOBAL_GRANULES_ONLY 

||
Note:

    POINT_LOC  group


||
          One of these five groups must

    POLYGON_LOC  group

||
          be sent with the search

    RANGE_LOC  group



          (based on user selection).


    MONITOR  group

    VERSION group

POINT_LOC group ::==

    LATITUDE

    LONGITUDE

POLYGON_LOC group ::==

    LATITUDE

    LONGITUDE

    [POLE_INCLUDED]

    MAP_PROJECTION_TYPE

    TANGENT_LATITUDE

    TANGENT_LONGITUDE

RANGE_LOC group ::==

    NORTH_LATITUDE

    SOUTH_LATITUDE

    EAST_LONGITUDE

    WEST_LONGITUDE

MONITOR group ::==

    TX_CLIENT

    [RX_SERVER]

    [TX_SERVER]

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

6.2.1.2.2
ODL Normalization Form for Inventory Search Result

The ODL Normalization Form for an Inventory Search Result message from the ASTER SDPS Servers to the ECS to GDS Gateway is provided below.

Note: Source, sensor and parameter information can be put either in DATASET or GRANULE groups.  See annotations.

INVENTORY_SEARCH_RESULT group ::==

    MESSAGE_ID

    DATA_CENTER_ID

    STATUS_CODE

    [STATUS_CODE_COMMENT]

    MONITOR group

   VERSION group

   (PACKAGE group)*
Note: repeated group





OPTION 1: for use when all package information is sent for the
whole inventory result.





OPTION 2: for use when package information is sent in front of each relevant dataset group. 

    (DATASET group)*

    [NUMBER_OF_DATASETS] Note: present only in the last chunk for an inventory results set

    [UNMAPPED_FIELD]

PACKAGE group ::==

    DATA_CENTER_ID

    DATASET_ID

    PACKAGE_ID   Note: The PACKAGE_ID in the PACKAGE group gives an arbitrary identifier by which the package is known. Processing and media options for the package are provided in the group. GRANULE groups can list multiple packages in which they are available. For the common case where granules can be ordered in single-granule packages and all such packages have the same processing and media options, a single package group can be provided whose id is "*". Then each granule that can be ordered this way can be listed as being in PACKAGE ID "*" (along with possibly other named packages).

    COMMENT

    [INFO_PROMPT]

    NUMBER_OF_GRANULES

    NUMBER_OF_OPTIONS

    (PROCESSING OPTIONS group)+

PROCESSING_OPTIONS group ::==

    OPTION_ID
    PACKAGE_SIZE. 

    NUMBER_OF_MEDIA_TYPE

    (MEDIA_TYPE group)+

MEDIA_TYPE group ::==

    TYPE_ID

    NUMBER_OF_MEDIA_FORMAT

    (MEDIA_FORMAT)+

MEDIA_FORMAT group ::==

    FORMAT_ID

    APPROX_COST

DATASET group ::==

    STATUS_CODE

    DATASET_ID
    PRODUCT_TYPE

    (VALID_ACCOUNTS group)*  

    (PACKAGE group)*







Note:  OPTION 3: for use when package information is sent within 
each relevant dataset group and before the granule group(s).

    (GRANULE group)*


Note: repeated group

    [MD_ENTRY_ID]

    [SENSOR_NAME]     

(See Note 1)
    [SOURCE_NAME]     
 
(See Note 2)

    [PARAMETER]         

(See Note 3)

    [COMMENT]

    [RESTRICTION]

    [CAMPAIGN]

    [DAY_NIGHT]

    [PROCESSING_LEVEL]

    [NUMBER_OF_GRANULE_HITS] Note:  omitted from all chunks except the one containing the last granule of the dataset

    [BROWSE_PRODUCT_DESCRIPTION] Note:  the headings should be done in UPPERCASE on lines by themselves in the sequence, i.e. PRIMARY PURPOSE, PRODUCT HISTORY, etc.

VALID_ACCOUNTS group ::==

    ACCOUNT_NUMBER

    [BALANCE]

    [ERROR]

GRANULE group ::==

    GRANULE_ID

    [XAR_ID]



Note: For ASTER GDS to ECS only; Not implemented by ECS 
    [SCENE_CLOUD_COVERAGE]

Note: For ASTER GDS to ECS only; Not implemented by ECS

    [QUADRANT_CLOUD_COVERAGE]

Note: For ASTER GDS to ECS only; Not implemented by ECS

    START_DATE

    STOP_DATE

BROWSE_TYPE

    [SENSOR_NAME]  (See Note 1)

    [SOURCE_NAME]  (See Note 2)

    [PARAMETER]    (See Note 3)

    [CAMPAIGN]

    [COMMENT]

    [DAY_NIGHT]

    [PROCESSING_LEVEL]

    [PACKAGE_ID] Note:  If omitted or if package information is not provided within the inventory results, granule cannot be ordered.

    Note 1 - If all granules of the dataset have the same values for SENSOR_NAME, the value can be specified in the DATASET group and omitted from all of the GRANULE groups

    Note 2 - If all granules of the dataset have the same values for SOURCE_NAME, the value can be specified in the DATASET group and omitted from all of the GRANULE groups

    Note 3 - If all granules of the dataset have the same values for PARAMETER_NAME, the value can be  specified in the DATASET group and omitted from all of the GRANULE groups

    GLOBAL_GRANULE
    POINT_LOC group |

    POLYGON_LOC group |

    RANGE_LOC group

POINT_LOC group ::==

    LATITUDE

    LONGITUDE

POLYGON_LOC group ::==

    LATITUDE

    LONGITUDE

    [POLE_INCLUDED]

    CENTROID_LAT

    CENTROID_LON

RANGE_LOC group ::==

    NORTH_LATITUDE

    SOUTH_LATITUDE

    EAST_LONGITUDE

    WEST_LONGITUDE

MONITOR group ::==

    TX_CLIENT

    RX_SERVER

    TX_SERVER

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

6.2.1.2.3
ODL Normalization Form for Acknowledge

The ODL Normalization Form for an Acknowledge message between the ECS to GDS Gateway and ASTER SDPS Servers is provided below.

ACKNOWLEDGE group ::==

    MESSAGE_ID

    MONITOR group

    VERSION group

MONITOR group ::==

    TX_CLIENT

    [RX_SERVER]

    [TX_SERVER]

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

6.2.1.3
Browse Request/Result

The purpose of the Browse service is to allow the user to request and receive "representative" images for viewing and for analysis prior to deciding on specific full-resolution products to order. 

The Integrated Browse service allows the user to view the browse product through the ECS Client.  An integrated browse request is sent by the EOS Data Gateway (EDG), via the ECS to GDS Gateway, to the ASTER SDPS Servers.  The ASTER SDPS Servers send back, via the ECS to GDS Gateway, to the EDG, the integrated browse results message, followed by the browse image which is then displayed to the user.
All ASTER GDS browse images are provided in the National Super Computing Applications (NCSA) Hierarchical Data Format (HDF), Version 4.0.
The Browse Request/Results messages are implemented using ODL---their ODL Normalization Forms are defined in the immediately-following sections.  [A discussion of the ODL standardized conventions is provided as a reference in Section 4.1.  Detailed definitions of the message keywords (e.g., MESSAGE_ID) are provided in Appendix B.]

Integrated browse transmitted in separate files utilize the LAST_BROWSE flag in the INTEGRATED_BROWSE_RESULT message.  The LAST_BROWSE = 0 flag indicates to the client that the final file of the integrated browse has not been transmitted.  The LAST_BROWSE flag is set equal to 1 when the last browse file is transmitted.  However, this is optional and assumed when omitted.  Refer to Figure 6-4 for details on transmission of multiple files in an integrated browse.
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Figure 6-4.  Multi-file Integrated Browse

6.2.1.3.1 ODL Normalization Form for Browse Request

The ODL Normalization Form for a Browse Request message from the ECS to GDS Gateway to the ASTER SDPS Servers is presented below.

BROWSE_REQUEST group ::==

    MESSAGE_ID

    [AUTHENTICATOR]

    [ECS_AUTHENTICATOR]

    DATA_CENTER_ID

    [USER_AFFILIATION group]

    BROWSE_GRANULES group

    CONTACT_ADDRESS group

    MONITOR group

    VERSION group

BROWSE_TYPE

BROWSE_GRANULES group::==

    DATASET_ID

    GRANULE_ID

CONTACT_ADDRESS group ::==

     [TITLE]

     LAST_NAME 

     FIRST_NAME 

     [MIDDLE_INITIAL] 

     ORGANIZATION 

     ADDRESS 

     CITY 

     STATE 

     ZIP 

     COUNTRY 

     PHONE 

     [FAX] 

     EMAIL 

MONITOR group ::==

    TX_CLIENT

    [RX_SERVER]

    [TX_SERVER]

    [RX_CLIENT]

VERSION group ::==

     PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

USER_AFFILIATION group ::==


Note: Optional group

    CATEGORY

    TYPE

6.2.1.3.2 ODL Normalization Form for Integrated Browse Result

The ODL Normalization Form for an Integrated Browse Results message from the ASTER SDPS Servers to the ECS to GDS Gateway is presented below:

INTEGRATED_BROWSE_RESULT::==

    MESSAGE_ID

    DATA_CENTER_ID
    STATUS_CODE
    [STATUS_CODE_COMMENT]
    IMAGE_group

    [LAST_BROWSE]

    MONITOR group

    VERSION group

IMAGE group ::==

    DATASET_ID

    GRANULE_ID

    IMAGE_ID

    IMAGE_SIZE

MONITOR group ::==

    TX_CLIENT

    RX_SERVER

    TX_SERVER

    [RX_CLIENT]

VERSION group ::==

     PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

The INTEGRATED_BROWSE_RESULT message is followed by the browse file itself transferred as a binary stream of IMAGE_SIZE bytes.  If there are multiple browse files, each has a INTEGRATED_BROWSE _RESULT message before it.

6.2.1.4
Product Request/Result

The Product Request allows the user to order ASTER GDS data products through the ECS to GDS Gateway.  After the user has successfully searched, located, and viewed the inventory data for the data sets and selected the granules desired, the user has the option to view certain “representative” images.  Only at this point is the user permitted to submit a product request if he/she desires.  The Product Request is sent from the ECS to GDS Gateway to the ASTER SDPS Servers.  The Product Result is sent from the ASTER SDPS Servers to the ECS to GDS Gateway.  The Product Result provides a confirmation of the archive's receipt of the Product Request and provides contact information for further inquiries.  The actual product is distributed by the ASTER GDS IMS via physical media.  It should be noted that the Product Request must include the ECS Request ID. 

6.2.1.4.1
ODL Normalization Form for Product Request

The ODL Normalization Form for a Product Request message from the ECS to GDS Gateway to the ASTER SDPS Servers is presented below:

PRODUCT_REQUEST group ::==

    MESSAGE_ID

    INITIATOR_REQUEST_ID

    DATA_CENTER_ID

    [AUTHENTICATOR]

    [ECS_AUTHENTICATOR]

    [INITIAL_USER_KEY]

    BILLING_CATEGORY

    USER_AFFILIATION group

    CONTACT_ADDRESS group

    [SHIPPING_ADDRESS] group

    [BILLING_ADDRESS] group

    (MEDIA Group)+

    MONITOR group

    VERSION group

MEDIA  group ::==

    OPTION_ID

    TYPE_ID

    FORMAT_ID
    (PRODUCT_DELIVERY group)+

    PRODUCT_DELIVERY group::==

        DATASET_ID

        PACKAGE_ID

        [SENSOR_TYPE]

Note: ECS to ASTER only

        (PRODUCT_GENERATION group)*

        PRODUCT_GENERATION group::==
            PRODUCT_TYPE

            (PARAMETER group)*

            PARAMETER group::==

                PGR_CODE     

                PGR_VALUE

USER_AFFILIATION group ::==

    CATEGORY

    TYPE

CONTACT_ADDRESS group ::==

    [TITLE]

    LAST_NAME

    FIRST_NAME

    [MIDDLE_INITIAL]

    ORGANIZATION

    ADDRESS

    CITY

    STATE

    ZIP

    COUNTRY

    PHONE

    [FAX]

    EMAIL 
Note: for Product Request

SHIPPING_ADDRESS group ::==         Note:  Optional group

    [TITLE]

    LAST_NAME

    FIRST_NAME

    [MIDDLE_INITIAL]

    [ORGANIZATION]

    ADDRESS



    CITY

    STATE

    ZIP

    COUNTRY

    PHONE

    [FAX]

    [EMAIL]

BILLING_ADDRESS group ::== 
Note:  Optional group

    [TITLE]

    LAST_NAME

    FIRST_NAME

    [MIDDLE_INITIAL]

    [ORGANIZATION]

    ADDRESS       
Note: Billing address will be set to a NASA billing address.

    CITY

    STATE

    ZIP

    COUNTRY

    PHONE

    [FAX]

    [EMAIL]

MONITOR group ::==

    TX_CLIENT

    [RX_SERVER]

    [TX_SERVER]

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

Non-standard L1B Product Request ODL Example
GROUP                  = PRODUCT_REQUEST

DATA_CENTER_ID       = "ECS-GDS"

BILLING_CATEGORY     = "NASA_Approved_User"

MESSAGE_ID           = "M989342610"

INITIATOR_REQUEST_ID = (

"2000000176")

GROUP                  = USER_AFFILIATION

CATEGORY             = "NOT USA"

TYPE                 = "F"

END_GROUP              = USER_AFFILIATION

GROUP                  = CONTACT_ADDRESS

TITLE                = "Boss Lady"

FIRST_NAME           = "Janisse"

MIDDLE_INITIAL       = ""

LAST_NAME            = "Sydney"

ORGANIZATION         = "GSFC"

ADDRESS              = (

"Greenbelt Road")

CITY                 = "Greenbelt"

STATE                = "MD"

ZIP                  = "20770"

COUNTRY              = "United States of America"

PHONE                = "(301)982-5414"

FAX                  = ""

EMAIL                = "jsydney@averstar.com"

END_GROUP              = CONTACT_ADDRESS

GROUP                  = SHIPPING_ADDRESS

TITLE                = "Boss Lady"

FIRST_NAME           = "Janisse"

MIDDLE_INITIAL       = ""

LAST_NAME            = "Sydney"

ORGANIZATION         = "GSFC"

ADDRESS              = (

"Greenbelt Road")

CITY                 = "Greenbelt"

STATE                = "MD"

ZIP                  = "20770"

COUNTRY              = "United States of America"

PHONE                = "(301)982-5414"

FAX                  = ""

EMAIL                = "jsydney@averstar.com"

END_GROUP              = SHIPPING_ADDRESS

GROUP                  = BILLING_ADDRESS

TITLE                = "Boss Lady"

FIRST_NAME           = "Janisse"

MIDDLE_INITIAL       = ""

LAST_NAME            = "Sydney"

ORGANIZATION         = "GSFC"

ADDRESS              = (

"Greenbelt Road")

CITY                 = "Greenbelt"

STATE                = "MD"

ZIP                  = "20770"

COUNTRY              = "United States of America"

PHONE                = "(301)982-5414"

FAX                  = ""

EMAIL                = "jsydney@averstar.com"

END_GROUP              = BILLING_ADDRESS

GROUP                  = MEDIA

OPTION_ID            = "none"

TYPE_ID              = "No_Need_To_Deliver_L1B_Media"

FORMAT_ID            = "HDF"

GROUP                  = PRODUCT_DELIVERY

DATASET_ID           = (

"ASTL1A")

SENSOR_TYPE          = (

"ALL")

PACKAGE_ID           = (

"SC:AST_L1B.001:1234")

GROUP                  = PRODUCT_GENERATION

PRODUCT_TYPE         = "ASTL1B"

GROUP                  = PARAMETER

PGR_CODE             = "MapProjection"

PGR_VALUE            = "UTM"

END_GROUP              = PARAMETER

GROUP                  = PARAMETER

PGR_CODE             = "Resampling"

PGR_VALUE            = "Cubic Convolution"

END_GROUP              = PARAMETER

END_GROUP              = PRODUCT_GENERATION

END_GROUP              = PRODUCT_DELIVERY

END_GROUP              = MEDIA

GROUP                  = MONITOR

SESSION_ID           = "dms1.hitc.com:1946:20010508:132332"

TX_CLIENT            = (

"989342612",

"45077")

END_GROUP              = MONITOR

GROUP                  = VERSION

SENDER_VERSION       = "CHUI_REV4"

PROTOCOL_VERSION     = 3.2

RESPONSE_COMPRESSION = 1

END_GROUP              = VERSION

END_GROUP              = PRODUCT_REQUEST

END

6.2.1.4.2
ODL Normalization Form for Product Result

The ODL Normalization Form for a Product Result message from the ASTER SDPS Servers to the ECS to GDS Gateway is presented below:

PRODUCT_RESULT group ::==

    MESSAGE_ID

    DATA_CENTER_ID

    STATUS_CODE

    [STATUS_CODE_COMMENT]

    (DAAC_CONTACT_ADDRESS group)+               Note: repeatable to support gateways/systems that are consortia of multiple archives such as {“ECS”} which has multiple DAACs.   Whenever one DATA_CENTER_ID is really multiple contacts for different data sets, this is a way to provide those additional contacts.  The name DAAC here remains for historical reasons.

    MONITOR group

    VERSION group 

DAAC_CONTACT_ADDRESS group ::==

    CONTACT_NAME 

    ORGANIZATION 

    ADDRESS

    CITY 

    STATE

    ZIP 

    COUNTRY 

    PHONE 

    [FAX] 

    [EMAIL] 

MONITOR group ::==

    TX_CLIENT

    RX_SERVER

    TX_SERVER

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

6.2.1.5
Quit

During any given session, problems may necessitate premature termination of the process.  In such cases, a bi-directional quit message is transmitted between the ASTER SDPS Servers and the ECS to GDS Gateway, as appropriate. Specifically, the ECS to GDS Gateway sends a quit message to the ASTER SDPS Servers if the user presses the "abort" button on the screen.  On the other hand, the quit message is sent by the ASTER SDPS Servers to the ECS to GDS Gateway if an error condition terminates the response.  Quit messages are also used to synchronize the ECS to GDS Gateway with the ASTER SDPS Server following the last chunk in an inventory result---the ASTER SDPS Server sends a QUIT with a STATUS_CODE of 1 to the ECS to GDS Gateway. 

6.2.1.5.1
ODL Normalization Form for Quit

The ODL Normalization Form for a Quit message between the ASTER SDPS Servers and the ECS to GDS Gateway is presented below:

QUIT group ::==

    MESSAGE_ID

    [DATA_CENTER_ID]

    STATUS_CODE

    [STATUS_CODE_COMMENT]

    [AUTHENTICATOR]

    [ECS_AUTHENTICATOR]

    MONITOR group

    VERSION group

MONITOR group ::==

    [TX_CLIENT]

    [RX_SERVER]

    [TX_SERVER]

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

6.2.1.6 Product Cancel Request/Result

                    NOTE:  Not implemented by ECS
The operations concept for canceling a request is to first ask for status and obtain the top-level request ID and then each sub-request ID.  Given this, the user can attempt to cancel the entire order or an individual request within an order.  Therefore, the following message can be used to cancel an order or a sub-request within that order.  

6.2.1.6.1
ODL Normalization Form for Product Cancel Request

PRODUCT_CANCEL_REQUEST group::==

    MESSAGE_ID
    INITIATOR_REQUEST_ID

    (SUB_REQUEST_ID)*

    MONITOR_group

    VERSION_group

MONITOR group ::==

    TX_CLIENT

    [RX_SERVER]

    [TX_SERVER]

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

If any SUB_REQUEST_IDs are provided, then only those sub-requests are attempted to be canceled. If no SUB-REQUEST_IDs are supplied then entire order is attempted to be canceled.  The result message is as follows:

6.2.1.6.2
ODL Normalization Form for Product Cancel Result

PRODUCT_CANCEL_RESULT group::==

    MESSAGE_ID

    DATA_CENTER_ID

    STATUS_CODE

    [STATUS_CODE_COMMENT]

    INITIATOR_REQUEST_ID

    [ORDER_STATUS_CODE]

    [ORDER_STATUS_COMMENT]

    (SUB_REQUEST_INFO group)*

    MONITOR group 

    VERSION group 

SUB_REQUEST_INFO group::==

    SUB_REQUEST_ID

    [REQUEST_STATUS_CODE]

    [REQUEST_STATUS_COMMENT]

MONITOR group ::==

    TX_CLIENT

    [RX_SERVER]

    [TX_SERVER]

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

This message proposal was intended to only allow all or part of an  INITIATOR_REQUEST_ID to be canceled.  Note that the INITIATOR_REQUEST_ID is not repeated. Therefore, there is no need to group the INITIATOR_REQUEST_ID with the SUB_REQUEST_IDs.  All the SUB_REQUEST_IDs should relate to the one INITIATOR_REQUEST_ID specified in the request.

6.2.1.7 Product Status Request/Result

                         NOTE:  Not implemented by ECS
6.2.1.7.1
ODL Normalization Form for Product Status Request

PRODUCT_STATUS_REQUEST group::==       

    MESSAGE_ID

    (INITIATOR_REQUEST_ID)+

    MONITOR group

    VERSION group

MONITOR group ::==

    TX_CLIENT

    RX_SERVER

    TX_SERVER

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

One or more INITIATOR_REQUEST_IDs must be supplied in the Product Status Request message. Product status information  for each INITIATOR_REQUEST_ID will be returned via the Product  Status Result message which is detailed in the following section.

6.2.1.7.2
ODL Normalization Form for Product Status Result

PRODUCT_STATUS_RESULT group ::==

    MESSAGE_ID

    DATA_CENTER_ID

    STATUS_CODE

    [ STATUS_CODE_COMMENT]

    (ORDER_STATUS_INFO group)+

    MONITOR group

    VERSION group

ORDER_STATUS_INFO group ::==

    INITIATOR_REQUEST_ID

    RECEIVE_DATE                  Note: The date the order was created. 

    PLANNED_COMPLETION_DATE

    [COMPLETION_DATE]

    PRICE

    ORDER_STATUS_CODE

    [ORDER_STATUS_COMMENT]      Note: Description of In Progress  status.   

    SHIPPING_ADDRESS group

    (SUB_REQUEST_STATUS_INFO_group)+

    SUB_REQUEST_STATUS_INFO group::==

        SUB_REQUEST_ID               Note: This is the request ID for a portion of the order.

        REQUEST_STATUS_CODE

        [REQUEST_STATUS_COMMENT]

        [COMPLETION_DATE]       

Note: ASTER GDS doesn’t provide COMPLETION_DATE by SUB_REQUEST_ID in STATUS_INFO group. ECS does provide this so the user will know which sub-requests are done, but this can be optional.

        [PROCESSING_DATA_CENTER]       Note: Returned from ECS only

        TYPE_ID

        FORMAT_ID
        DATASET_ID

        [NUMBER_OF_GRANULES]

SHIPPING_ADDRESS group ::==

        [TITLE]

        LAST_NAME

        FIRST_NAME

        [MIDDLE_INITIAL]

        [ORGANIZATION]

        ADDRESS

        CITY

        STATE

        ZIP

        COUNTRY

        PHONE

        [FAX]

        [EMAIL]

MONITOR group ::==

    TX_CLIENT

    RX_SERVER

    TX_SERVER

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]

ECS requests are not necessarily partitioned by media type. Sometimes, the order may be partitioned by DAAC and then by media type.  So the result message may have two subrequests with the same media type, for example, DAAC=GSFC, MEDIA=8mm and DAAC=LaRC, MEDIA=8mm.

6.2.1.8 Price Estimate Request/Result

                   NOTE:  Not implemented by ECS
6.2.1.8.1
ODL Normalization Form for Price Estimate Request 

The Price Estimate Request includes product generation parameters.

PRICE_ESTIMATE_REQUEST group ::== 

    MESSAGE_ID 

    DATA_CENTER_ID

    BILLING_CATEGORY

    SHIPPING_ADDRESS group

    (MEDIA group)+



Note: repeated group 

    MONITOR group 

    VERSION group

    MEDIA group ::==

        OPTION_ID

        TYPE_ID

        FORMAT_ID
        (PRODUCT_DELIVERY group )+

Note: repeated group 

        PRODUCT_DELIVERY group ::== 

            DATASET_ID

            PACKAGE_ID

            [SENSOR_TYPE]


Note: ECS to ASTER only                      

            (PRODUCT_GENERATION group)*
Note: repeated and optional

            PRODUCT_GENERATION group ::==

                PRODUCT_TYPE

                (PARAMETER group)*

            PARAMETER group ::==

                PGR_CODE     

                PGR_VALUE


SHIPPING_ADDRESS group ::==

    ZIP

    COUNTRY

MONITOR group ::== 

    TX_CLIENT 

    [RX_SERVER] 

    [TX_SERVER] 

    [RX_CLIENT]

VERSION group ::== 

    PROTOCOL_VERSION 

    SENDER_VERSION 

    [IMS_STAFF]

6.2.1.8.2 ODL Normalization Form  for Price Estimate Result

                    NOTE:  Not implemented by ECS
PRICE_ESTIMATE_RESULT group ::== 

    MESSAGE_ID 

    DATA_CENTER_ID 

    STATUS_CODE

    [STATUS_CODE_COMMENT]

    ESTIMATED_PRICE


Note: Estimated Total Price

    [PRICE_COMMENT]

    PREDICTED_COMPLETION_DATE

    (MEDIA group) +


Note: Repeated group

    SHIPPING_COST


Note: Estimated Shipping cost

    BILLING_CATEGORY

    MONITOR group

    VERSION group

MEDIA GROUP ::==

    OPTION_ID

    TYPE_ID

    FORMAT_ID

    (PRODUCT_DELIVERY group) +
Note: Repeated group

    MEDIA_QUANTITY


Note: Estimated Media Quantity

    MEDIA_COST



Note: Estimated Media Cost

PRODUCT_DELIVERY group ::==

    DATASET_ID

    PACKAGE_ID

    SENSOR_TYPE

    PRODUCT_GENERATION_FLAG

    PRODUCT_UNIT_PRICE

MONITOR group ::==

    TX_CLIENT 

    RX_SERVER 

    TX_SERVER 

    [RX_CLIENT]

VERSION group ::==

    PROTOCOL_VERSION

    SENDER_VERSION

    [IMS_STAFF]
6.2.1.9 Product Update Information/Acknowledge

                     NOTE:  Not implemented by ECS. 
6.2.1.9.1  ODL Normalization Form for Product Update Information
The ODL Normalization Form for a Product Update  Information message from the ECS to GDS Gateway to the ASTER SDPS Servers is presented below:

PRODUCT_UPDATE_INFORMATION group ::== 

        MESSAGE_ID 

        INITIATOR_REQUEST_ID 

        DATA_CENTER_ID

        [PROCESSING_COMMENT]

        [COMPLETION_DATE]

        ACTUAL_PRICE



Note:  Actual Total Price

        (MEDIA group)+



Note: Repeated group

        SHIPPING_COST



Note:  Actual Shipping Cost 

        MONITOR group

        VERSION group

MEDIA group ::==

       OPTION_ID

       TYPE_ID

       FORMAT_ID

       (PRODUCT_DELIVERY group)+

Note:  Repeated group

       MEDIA_QUANTITY



Note:  Actual Media Quantity

       MEDIA_COST



Note:  Actual Media Cost

PRODUCT_DELIVERY group ::==

       DATASET_ID

       PACKAGE_ID

       SENSOR_TYPE

       PRODUCT_GENERATION_FLAG

Note: Product Generation ON or OFF

       PRODUCT_UNIT_PRICE


Note: Product Unit Price

MONITOR group ::==

        TX_CLIENT

        RX_SERVER

        TX_SERVER

        [RX_CLIENT]

 VERSION group ::==

        PROTOCOL_VERSION

        SENDER_VERSION

        [IMS_STAFF]

6.2.1.9.2 ODL Normalization Form for Product Update Acknowledge

                    NOTE:  Not implemented by ECS
The ODL Normalization Form for a Product Update Acknowledge message from the ASTER SDPS Servers to the ECS to GDS Gateway is presented below:

PRODUCT_UPDATE_ACKNOWLEDGE group ::==

       MESSAGE_ID

       INITIATOR_REQUEST_ID

       STATUS_CODE

       STATUS_CODE_COMMENT

       MONITOR group

       VERSION group

MONITOR group ::==

       TX_CLIENT

       RX_SERVER

       TX_SERVER

       [RX_CLIENT]

VERSION group ::==

       PROTOCOL_VERSION

       SENDER_VERSION

       [IMS_STAFF]

6.2.2
Data Flows Between ASTER SDPS and  GDS to ECS Gateway For Requests Originating From ASTER GDS Users

The data flows between the ASTER SDPS and the GDS to ECS Gateway for requests originating from ASTER SDPS users and results destined for ASTER SDPS users, are depicted in Figure 6-5.  Specifically, the following data flows are depicted:


Between ASTER SDPS and the ASTER Gateway

1.
Directory Search Request 

2.
Directory Search Result

3.
Inventory Search Request 

4.
Inventory Search Result

5.
Acknowledge

6.
Browse Request 

7.
Integrated Browse Result

8.
Product Request

9.
Product Result

10.
Quit

11.
Price Estimate Request (Extension)

12.
Price Estimate Result (Extension)

13.
Product Status Request (Extension)

14.
Product Status Result (Extension)

15.
Product Cancel Request (Extension)

Not implemented by ECS*

16.
Product Cancel Result (Extension)

Not implemented by ECS*

17.
Product Update Information(Extension)
Not implemented by ECS*

18.
Product Update Acknowledge (Extension)
Not implemented by ECS*

*Note: Product Cancel and Product Update Information messages are accepted at the GDS to ECS Gateway, but a result is returned stating that the request is not implemented.
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Note 1: Message which is not supported by V0, but is added to V0 protocol to exploit new ECS V1 services.
Figure 6-5.  Interfaces Between ASTER SDPS and GDS to ECS Gateway 

All of the above messages will be implemented using Object Description Language (ODL). (For a description of ODL refer to the User's Guide for the Object Description Language Processing Software Library, Release 2.1 – Draft.)  All of these messages are handled by the IMS Kernel (IK) layer [Note: The ASTER SDPS and the GDS to ECS Gateway contain several software modules, at the communications (lowest) layer, which serve as library routines and are, collectively, referred to as the IK layer.  At this writing, the IK library routines have already been developed/implemented for the V0 System.]  Each of these messages is described, in detail, in the sections which follow.

The following illustration and associated text provides an example sequence of message traffic between an ASTER Client (GDS) and the ECS (GDS to ECS Gateway) (see Figure 6-6).
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Figure 6-6.  Example Sequence of Message Traffic Between an ASTER Client (GDS) and the ECS

1.  GDS sends a Directory Search Request message to the ECS’s GDS to ECS Gateway with the desired query criteria and the Gateway responds with a Directory Search Result message containing the location of metadata or data set catalogues.

2.  GDS sends an Inventory Search Request message to the ECS’s GDS to ECS Gateway with a desired query criteria and the Gateway responds with an Inventory Search Result message which specifies information about each of the data sets found.

3.  GDS can, optionally, send a Browse Request message to ECS’s GDS to ECS Gateway specifying data sets they wish to preview before placing an order.  The Gateway responds with the appropriate Integrated Browse Result message.

4.  GDS can send a Price Estimate Request message to the ECS’s GDS to ECS Gateway to get estimated product price information and the Gateway responds back with the Price Estimate Result message.

5.  GDS places an order using the Product Request message and the ECS’s GDS to ECS Gateway responds with the Product Result message which indicates that the order has been received.

6.  GDS can, optionally, send a Product Status Request message to the ECS’s GDS to ECS Gateway to check on the status of a previously placed order.  The Gateway will respond with a Product Status Result message which will contain completion date (planned or actual), price (estimated or actual), and sub-request information (data sets within the higher level product request).

7.  The following is not implemented by ECS. The GDS to ECS Gateway returns a message with status code 10.

GDS can, optionally, send a Product Cancel Request message to the ECS’s GDS to ECS Gateway to attempt to cancel an entire product request or individual sub-requests.  The Gateway responds with the Product Cancel Result message which contains status information (whether or not the order(s) could be successfully canceled).  

8.  The following is not implemented by ECS. The GDS to ECS Gateway returns a message with status code 10.

The ECS’s ASTER to ECS Gateway sends the Product Update Information message to the GDS upon completion of the order (when the order is filled and shipped) containing completion date and actual price information.  GDS responds with a Product Update Acknowledge message indicating that it acknowledges that the order was shipped.  

6.2.2.1
Directory Search Request/Result

The purpose of the directory search is to aid the user in making an initial determination of the potential usefulness of various data sets pertinent to some application by searching through descriptions of metadata or data set catalogues which contain high-level information.  The directory search provides information on the location of metadata or data set catalogues.  The search criteria, specified by the user, are based on the following typical searchable attributes: source, sensor, geophysical parameter, dataset name, data center id, geographical coordinates (area), temporal intervals, etc.  An ASTER user, requesting ECS services, submits the directory search request via the ASTER SDPS.  The ASTER SDPS sends the request to the GDS to ECS Gateway. 

The Directory Search Request and Directory Search Results messages are implemented using ODL---their ODL Normalization Forms are defined in the immediately-following sections. 

6.2.2.1.1
ODL Normalization Form for Directory Search Request

DIRECTORY_SEARCH_REQUEST group ::== 

    MESSAGE_ID 

    [AUTHENTICATOR] 

    [ECS_AUTHENTICATOR]  

    [CAMPAIGN] 

    [DATASET_ID] 

    [PARAMETER]

    [SENSOR_NAME] 

    [SOURCE_NAME] 

    [START_DATE] 

    [STOP_DATE] 

    [RANGE_LOC group] 

    MONITOR group 

    VERSION group

MONITOR group ::== 

    TX_CLIENT 

    [RX_SERVER] 

    [TX_SERVER] 

    [RX_CLIENT]

RANGE_LOC group ::== 

    NORTH_LATITUDE 

    SOUTH_LATITUDE 

    EAST_LONGITUDE 

    WEST_LONGITUDE

VERSION group ::== 

    PROTOCOL_VERSION 

    SENDER_VERSION 

    [IMS_STAFF]

6.2.2.1.2
ODL Normalization Form for Directory Search Result

DIRECTORY_SEARCH_RESULT group ::== 

    MESSAGE_ID 

    DATA_CENTER_ID 

    STATUS_CODE 

    [STATUS_CODE_COMMENT] 

    (DATASET group)+ 

    NUMBER_OF_DATASETS 

    MONITOR group 

    VERSION group

DATASET group ::== 

    DATASET_ID 
        [DATA_SET_CONTACT group]

        DESCRIPTION 

        (SOURCE_NAME)*

        (SENSOR_NAME)*

        (DISCIPLINE)+

        (TOPIC)+

        (TERM)+

        (VARIABLE)+

        [START_DATE]    

        [STOP_DATE]     

        [SPATIAL_COVERAGE group]

        DATA_SET_CONTACT group ::==

            DATA_CENTER_LONGNAME

            [DATA_CENTER_URL]

            [FIRST_NAME]

            [MIDDLE_INITIAL]

            [LAST_NAME]

            PHONE

            [FAX]   

            EMAIL

            ADDRESS

            CITY

            STATE

            ZIP

            COUNTRY

        SPATIAL_COVERAGE group ::==
            EASTBOUNDINGCOORDINATE

            WESTBOUNDINGCOORDINATE

            NORTHBOUNDINGCOORDINATE

            SOUTHBOUNDINGCOORDINATE

              //Deleted due to change in ECS data model. 

MONITOR group 

    TX_CLIENT

    RX_SERVER 

    TX_SERVER 

    [RX_CLIENT]

VERSION group ::== 

    PROTOCOL_VERSION 

    SENDER_VERSION

    [IMS_STAFF]

6.2.2.2
Inventory Search Request/Result and Acknowledgment

The purpose of the inventory search is to aid a user in searching through the available inventory, locating and retrieving metadata about specific granules of the product(s) of interest, and determining whether any granules should be ordered; and also to allow a user to find datasets if the user chooses not to use a directory search first.  The search criteria, specified by the user, are based on the following searchable attributes: source, sensor, geophysical parameter, dataset name, data center id, geographical coordinates (area), temporal intervals, etc.  An ASTER GDS user, requesting ECS services, submits the inventory search request via the ASTER SDPS Client.  The ASTER SDPS Client sends the GDS to ECS Gateway inventory search criteria based on characteristics of the data.  The GDS to ECS Gateway retrieves the requested granules' metadata, and sends these items back to the ASTER GDS IMS in chunks (maximum).  The ASTER SDPS returns a separate acknowledge message to the GDS to ECS Gateway upon receiving each chunk (the "chunking protocol" is described in section 6.2.1.3).

The Inventory Search Request and Inventory Search Results messages are implemented using ODL---their ODL Normalization Forms are defined in the immediately-following sections.  [A discussion of the ODL standardized conventions is provided as reference in Section 6.2.  Detailed definitions of the message keywords (e.g., MESSAGE_ID) are provided in Appendix B.]

In order to accommodate two-way mapping of terminology between ECS and the ASTER SDPS, the GDS to ECS Gateway maintains a Sybase database containing the terminology mapping information.  The GDS to ECS Gateway database is built by a Gateway Administrator using GDS to ECS Gateway search parameters, ECS schema and metadata. Specifically, upon receiving a request from the ASTER SDPS Client, the GDS to ECS Gateway performs an ASTER-ECS mapping table look-up within the GDS to ECS Gateway database, converting the ASTER request into ECS's terminology in order to accommodate ECS. Similarly, results returned from ECS to the GDS to ECS Gateway are converted, via the ASTER-ECS mapping service, to ASTER terminology prior to returning these results to the ASTER SDPS Client. 

6.2.2.2.1
ODL Normalization Form for Inventory Search Request

The ODL Normalization Form for an Inventory Search Request message from the ASTER SDPS Client to the GDS to ECS Gateway is equivalent to that defined in Section 6.2.1.2.1. with the following exceptions: Searches are not permitted for XAR_ID and CLOUD_COVERAGE, even though some ECS data sets may contain that information.
6.2.2.2.2
ODL Normalization Form for Inventory Search Result

The ODL Normalization Form for an Inventory Search Result message from the GDS to ECS Gateway to the ASTER SDPS Client is equivalent to that defined in Section 6.2.1.2.2.

6.2.2.2.3
ODL Normalization Form for Acknowledge

The ODL Normalization Form for an Acknowledge message from the ASTER SDPS Client to  the GDS to ECS Gateway is equivalent to that defined in Section 6.2.1.2.3.

6.2.2.3
Browse Request/Result

The purpose of the Browse service is to allow the user to request and receive "representative" images for viewing and for analysis prior to deciding on specific full-resolution products to order. 

The Integrated Browse service allows the user to view the browse product through the ASTER SDPS Client.  In response to an integrated browse request sent by the ASTER SDPS Client, via the GDS to ECS Gateway, to the ECS Science Data Server, the ECS Science Data Server sends back to the ASTER SDPS Client (via the GDS to ECS Gateway) the integrated browse results message, followed by the browse image, which is then displayed to the user. 
All Browse image formats are provided in the Hierarchical Data Format (EOS-HDF) from the National Super Computing Applications (NCSA).

The Browse Request/Results messages are implemented using ODL---their ODL Normalization Forms are defined in the immediately-following sections.  Detailed definitions of the message keywords (e.g., MESSAGE_ID) are provided in Appendix B.

The ASTER SDPS Client can display the image layers of the ECS browse data files written in HDF-EOS format.  This will help the ASTER user to visualize ECS browse images during the selection of data and to verify that the data received is the data desired.  It is important to point out that the ASTER SDPS Client is not capable of reading text, table or movie loop documents.  The ASTER SDPS Client can also save a browse file in a user-selectable directory for viewing with other viewers such as EOSView. 

6.2.2.3.1
ODL Normalization Form for Browse Request

The ODL Normalization Form for a Browse Request message from the ASTER SDPS Client to the GDS to ECS Gateway is equivalent to that defined in Section 6.2.1.3.1.

6.2.2.3.2
ODL Normalization Form for Integrated Browse Result

The ODL Normalization Form for an Integrated Browse Result message from the GDS to ECS Gateway to the ASTER SDPS Client is equivalent to that defined in Section 6.2.1.3.2.

6.2.2.4
Product Request/Result

The Product Request allows the user to order ECS data products through the ASTER SDPS.  After the user has successfully searched, located, and viewed the inventory data for the data sets and selected the granules desired; and (possibly) after the user has viewed certain "representative" browse images, the user may (but is not required to) submit a product request.  The Product Request is sent from the ASTER SDPS Client to the GDS to ECS Gateway.  The Product Result is sent from the GDS to ECS Gateway to the ASTER SDPS Client. The Product Result provides a confirmation of ECS receipt of the Product Request and provides contact information for further inquiries.  The actual product is distributed by ECS via physical media.

6.2.2.4.1
ODL Normalization Form for Product Request

The ODL Normalization Form for a Product Request from the ASTER SDPS to the GDS to ECS Gateway is equivalent to that in Section 6.2.1.4.1.

6.2.2.4.2
ODL Normalization Form for Product Result

The ODL Normalization Form for a Product Result sent from the GDS to ECS Gateway to the ASTER SDPS Client is equivalent to that in Section 6.2.1.4.2.

6.2.2.5
Quit

During any given session, problems may necessitate premature termination of the process.  In such cases, a bi-directional quit message is transmitted between the ASTER Gateway and the ASTER SDPS Client, as appropriate. Specifically, the ASTER SDPS Client sends a quit message to the GDS to ECS Gateway if the user presses the "abort" button on the screen.  On the other hand, the quit message is sent by the GDS to ECS Gateway to the ASTER SDPS Client if an error condition terminates the response.  Quit messages are also used to synchronize the ASTER SDPS Client with the ECS Science Data Server following the last chunk in an inventory result---the ECS Science Data Server sends a QUIT with a STATUS_CODE of 1, via the GDS to ECS Gateway, to the ASTER SDPS Client and the ASTER SDPS Client sends a similar QUIT back to the ECS Science Data Server, via the GDS to ECS Gateway.

6.2.2.5.1
ODL Normalization Form for Quit

The ODL Normalization Form for a Quit message between the ASTER SDPS and the GDS to ECS Gateway is equivalent to that in Section 6.2.1.5.1.

6.2.2.6
Product Cancel Request/Result

Not implemented by ECS.
The GDS to ECS Gateway returns a status code of 10, "Requested function not supported by this DAAC. "

The operations concept for canceling a request is to first ask for status and obtain the top-level request ID and then each sub-request ID.  Given this, the user can attempt to cancel the entire order or an individual request within an order.  Therefore, the following message can be used to cancel an order or a sub-request within that order.

6.2.2.6.1
ODL Normalization Form for Product Cancel Request

The ODL Normalization Form for a Product Cancel Request from the ASTER SDPS to the GDS to ECS Gateway is equivalent to that in Section 6.2.1.6.1.

6.2.2.6.2
ODL Normalization Form for Product Cancel Result

The ODL Normalization Form for a Product Cancel Result sent from the GDS to ECS Gateway to the ASTER SDPS is equivalent to that in Section 6.2.1.6.2.

6.2.2.7
Product Status Request/Result
6.2.2.7.1
ODL Normalization Form for Product Status Request

The ODL Normalization Form for a Product Status Request sent from the ASTER SDPS to the GDS to ECS Gateway is equivalent to that in Section 6.2.1.7.1.

6.2.2.7.2
ODL Normalization Form for Product Status Result
The ODL Normalization Form for a Product Status Result sent from the GDS to ECS Gateway to the ASTER SDPS is equivalent to that in Section 6.2.1.7.2.

6.2.2.8
Price Estimate Request/Result

The Price Estimate Result returns the current price for all fixed scene Landsat 7 data. Other Landsat data cannot be ordered through the GDS to ECS Gateway. For all other data products, $0 is returned. Dollar amounts are converted to Yen by the GDS to ECS Gateway using a data file maintained by the DAAC operator.

6.2.2.8.1
ODL Normalization Form for Price Estimate Request 

The ODL Normalization Form for a Price Estimate Request from the ASTER SDPS to the GDS to ECS Gateway is equivalent to that in Section 6.2.1.8.1.

6.2.2.8.2
ODL Normalization Form for Price Estimate Result

The ODL Normalization Form for a Price Estimate Result sent from the GDS to ECS Gateway to the ASTER SDPS is equivalent to that in Section 6.2.1.8.2.

6.2.2.9  Product Update Information/Acknowledge

Not implemented by ECS.
The GDS to ECS Gateway returns a status code of 10, "Requested function not supported by this DAAC. "

6.2.2.9.1 ODL Normalization Form for Product Update Information

The ODL Normalization Form for a Product Update Information message sent from the ASTER SDPS to the GDS to ECS Gateway is equivalent to that in Section 6.2.1.9.1.

6.2.2.9.2 ODL Normalization Form for Product Update Acknowledge

The ODL Normalization Form for a Product Update Acknowledge from the GDS to ECS Gateway to the ASTER SDPS is equivalent to that in section 6.2.1.9.2.

6.3
Data Acquisition Requests (DARs) Submission and Query

This section defines the submission and query on ASTER-GDS Data Acquisition Requests (DARs) that can be submitted by approved ASTER end-users via the DAR Create/Submit Tool and the DAR Query/Status Tool to the ASTER-GDS Information Management System (IMS).  DAR submission and query is supported via calls made through the ASTER-GDS IMS API.  The end-user will perform an action using either the DAR Create/Submit Tool or the DAR Query/Status Tool which generates a call to the DAR Communications Gateway (DAR Comm Gateway), which encapsulates the API itself.  The DAR Comm Gateway will, in turn, transmit the API call to the IMS Dar Server (and depending on the call), the IMS Dar Server will forward the call to the AOS xAR Server and the xAR Data Base for storage.  Each call to the API will result in the generation of a return, which contains a return code (success or failure in the call originated by the end-user) and (depending on the call) a data structure that contains the requested information.  Figure 6-7 illustrates these pathways. 
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Figure 6-7.  Dataflows for Calls through the ASTER-GDS IMS API

The rest of this section describes the purpose, usage, and contents of the ASTER API.

6.3.1
DAR Input and Query Calls and Associated Parameters

A list of DAR parameters (see Appendix C, ASTER-GDS IMS DAR Client API List Final) are used to provide input to ASTER-GDS and to query ASTER-GDS.  End-users are provided a Graphical User Interface (GUI) that provides the capability to submit new DARs, modify existing DARs, and send/receive queries to/from ASTER-GDS.  These DAR parameters are encapsulated within an ASTER-GDS IMS API for ease of transmission back and forth between each end-user’s DAR Client tool, ECS, and GDS. There are total of seven API calls to support ECS end-user requirements with respect to ASTER information.  Two of these API calls provide end-users with the capability to input information to ASTER-GDS. The remaining five API calls provide end-users with the capability to send queries and receive the results of queries.

The two API calls that support DAR input to ASTER-GDS include submitDar and modifyDar.  The submitDar API call provides end-users the capability to submit a new DAR to ASTER-GDS.  The modifyDar API call, as the title suggests, provides end-users the capability to modify a few select DAR parameter settings for an existing DAR.

There are six API calls that support queries to the ASTER xAR data base, namely, (1) getxARStatus, (2) getsubxARStatus, (3) getxARContents, (4) queryxARContents, (5) queryxARScenes, and (6) queryxARSummary. Of these, ECS supports queryxARContents, queryxARScenes and queryxARSummary. The queryxARContents API call provides end-users with the capability to observe the complete contents of any DAR archived by ASTER-GDS.  The QueryxARScenes API call provides the capability to query on a list of DARs concurrently for their granule information.  Finally, the queryxARSummary API call provides the capability to create a list of DAR IDs that match a given set of query criteria.  The list of DAR IDs is used, in turn, by the queryxARContents and queryxARScenes API calls to get DAR information on multiple DARs (up to a maximum of 10).  Dataflows for each of these calls are provided in the following subparagraphs.

6.3.2
DAR Submit/Results (ASTER ‘submitDar’ Call)

An end-user request to ASTER-GDS to “task” the ASTER instruments to collect data is submitted by the ECS Client software.  Subsequently, a registration request of the user request is issued to the ASTER GDS.  DAR parameters will be specified by the user via the DAR Client software using the submitDAR call.  DAR registration information will be sent from the Client to the DAR Comm Gateway via EMSn to the ASTER DAR Server in the ASTER-GDS, where it is stored in the xAR data base.  At a later date, the AOS scheduler will read the DAR and use it to schedule ASTER instrument observations to produce the ASTER granules required to satisfy the DAR. 

If the DAR submittal is successful, a xAR ID is sent back to ECS.  If the DAR submittal is not successful, an error code is sent back to ECS.  Figure 6-8 presents a dataflow for the submitDar API call.
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Figure 6-8.  Dataflow for the submitDar API Call

6.3.3
DAR Modify Request/Results (ASTER ‘modifyDar’ Call)
A request to modify a few select  DAR parameters associated with an existing DAR is submitted to ASTER-GDS by the ECS Client software to the DAR Comm Gateway and from there via EMSn to ASTER-GDS.  The  DAR parameters capable of being modified are specified by the user in accordance with the data structure associated with the modifyDar call. 

After the DAR modifications are successfully stored by ASTER-GDS, a return code notifying successful receipt of the modifyDar call is sent back to ECS.  Figure 6-9 illustrates the dataflow for the modifyDar API call.
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Figure 6-9.  Dataflow for the modifyDar API Call

6.3.4
xAR Query

The ECS Client software has the ability to send queries to ASTER-GDS via the DAR Comm Gateway to ASTER-GDS. The ASTER-GDS IMS Server, in turn, queries the ASTER xAR database for the specified query results.  The ASTER xAR data base  creates a response that is returned to the ASTER-GDS IMS server, whereupon, the server returns the information to the ECS Client software via the DAR Comm Gateway.  The generic dataflow for all queries is shown in Figure 6-10.  

Each of the five API query calls are discussed in the following subparagraphs.
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Figure 6-10.  Dataflow for the ASTER Query API Calls

6.3.4.1
xARStatus Request/Results (ASTER ‘getxARStatus’ Call)

Note: Not supported by ECS.

xAR Status requests regarding archived xARs contained in the ASTER xAR data base are submitted by the ECS Client software to ASTER-GDS via the DAR Comm Gateway.  The ASTER xAR server retrieves the DAR status information from the xAR data base.  If the xAR Status request is successful, the requested status information is sent back to ECS.  If the status request is not successful, an error code is sent back to ECS. 

6.3.4.2
Sub-xAR Status Request/Results (ASTER ‘getsubxARStatus’ Call)

Note: Not supported by ECS.

The Sub-XAR Status request is a query designed to provide end-users with current status information on the granules collected/stored by ASTER-GDS in response to a specific DAR.  This query is submitted by the ECS Client software to ASTER-GDS via the DAR Comm Gateway. The Sub-XAR status request is submitted by the DAR server in the ASTER GDS-IMS to the xAR data base.  The DAR information that is retrieved is sent to ECS.

If the Sub-XAR Status request is successful, the requested Sub-XAR status information is sent back to ECS.  If the Sub-XAR Status Search is not successful, an error code is sent back to ECS.

6.3.4.3
xAR Contents Requests/Results (ASTER ‘queryxARContents’ Call)

The xAR Contents Request is a query designed to provide end-users with the entire planning contents of a DAR (meaning the DAR specification absent any granule status or sub-xAR information).  This query is submitted to the DAR server in the ASTER GDS-IMS via the DAR Comm Gateway.  The IMS DAR server retrieves the information from the xAR data base.  If the xAR Contents request is successful, the requested information is sent back to ECS.  If the request is not successful, an error code is sent back to ECS.  The xAR Contents Request allows a user to get information on one or more xARs (up to a maximum of ten per call).

6.3.4.4
xAR Scenes Requests/Results (ASTER ‘queryxARScenes’ Call)

The xAR Scenes request is a query designed to provide end-users with current granule status information for a list of xARs (up to a maximum of ten per call).  This query is submitted to the DAR Server in ASTER GDS-IMS via the DAR Comm Gateway.  The IMS DAR Server retrieves the granule status information from the xAR data base.  If the xAR Scenes request is successful, the requested information is sent back to ECS.  If the request is not successful, an error code is sent back to ECS.

6.3.4.5
xAR Summary Requests/Results (ASTER ‘queryxARSummary’ Call)

The xAR Summary request is a query designed to compile a list of xAR IDs that match specified query criteria set by the end-user.  This request is used as an intermediate call to support ASTER queries on lists of xAR IDs, namely, the queryxARContents and queryxARScenes calls.  While this request returns the complete list of xAR IDs that match the query (even if the list exceeds ten xAR IDs), the subsequent calls can only return the data on a total of ten xAR IDs per call.   This query is submitted to the DAR Server in ASTER GDS-IMS via the DAR Comm Gateway.  The IMS DAR Server retrieves the list of xAR IDs from the xAR data base.  If the xAR Summary request is successful, the list of xAR IDs is sent back to ECS.  If the request is not successful, an error code is sent back to ECS.

6.4
Data Products Delivered Via Physical Media

Data products will be delivered by ASTER GDS to ECS via physical media transfer.  Details of the data exchange framework, including media specifications, bar coding standards, and Physical Media PDR’s are described in Section 4.6.

6.4.1
ASTER Level 1A and 1B Products

The complete list of files that will be included in Level 1A and Level 1B delivery to ECS are identified in section 4.6.3.1 and 4.6.3.2, respectively.  The ASTER Level 1A products that are delivered to the EDC DAAC will be in HDF-EOS format.  Details of the ASTER Level 1A product format are specified in the ASTER Level 1 Data Products Specification, ASTER GDS document AG-E-E-2209 and ASTER Level 1 Browse Data Product Specification, ASTER GDS document AG-E-E-2213.  Browse of Level 1B Product shall not be created. 

6.4.1.1  Browse Data Handling at DADS 

For D3 tape, which will be delivered to ECS, a requested granule shall be checked to see if the associated Browse file exists.  If yes, both the granule and the Browse file shall be stored to the tape.  If not, only the product data shall be stored. 

6.4.1.2 Handling of Metadata 

L1B Browse ID is assigned to L1A Product Metadata entry, which represents Browse ID.  Likewise, L1 Browse ID is also assigned to L1B Product Metadata entry, which represents  Browse ID. 

L1A Product ID is assigned to Browse Metadata entry, which represents the mother product. 

6.4.2
Data Shipping Notice

The Data Shipping Notice serves as a routine notice from the ASTER GDS to the ECS DAAC Operations Supervisor at EDC that a shipment of level 1 tapes is being put into the mail. This will provide the DAAC with several days advance notice of the arrival of these level 1 granules.

The ASTER GDS will send the Data Shipping Notices via e-mail, (over EMSn) to the ECS DAAC Operations Supervisor at EDC.  The structure of the Data Shipping Notice is shown in Section 4.6.3.8, Figure 4-8, and the format of the Data Shipping Notice is shown in section 4.6.3.8, Table 4-3.

6.4.3
ECS Standard Data Products

ECS standard data products are in HDF-EOS format.  The physical media for delivery is selected by the ASTER GDS from a listing of physical media options at the time the product order is placed (refer to Section 4.6 for more information on physical media options).

6.5
Science Software Development and Delivery

6.5.1
ASTER GDS Science Software

By agreement between ESDIS and ERSDAC, the ASTER Level 1A and Level 1B science software will be developed using (at a minimum) the mandatory portions of the ECS Science Data Production (SDP) toolkit. NASA will provide the ECS SDP Toolkit (and updates) to the ASTER GDS. 

Science Data Production Software Delivery Packages and Calibration Coefficient Update Packages for ASTER Level 1A and Level 1B science software are delivered by the ASTER GDS SDPS to the ECS SDPS at the EDC DAAC.  ASTER science software delivery to the ECS SDPS will be via media delivery (8 mm. tape).

The details of the science software interfaces for Science Data Production Software Delivery Packages and Calibration Coefficient updates are defined in the sections of the ICD Between ECS and Science Computing Facilities, as noted below:

a.
Section 4.5 ECS Ingest Requirements (for Science Software and Calibration Coefficient Delivery)

b.
Section 5.1 ECS Software Package External interfaces (for SDP Toolkit Delivery from ECS)

c.
Section 5.3.1 Interactive Session Dialog

d.
Section 5.4.3 Data Production Software Delivery Package via Media to GSFC

e.
Section 5.7 Results of Testing interfaces (Interface Method for Test Products should be Media)

f.
Section 5.14 Coefficients and SCF-Generated Ancillary Data Update Package Media Ingest.

6.5.2
ECS Science Software for ASTER Standard Products

By agreement between ESDIS and ERSDAC, the ASTER SDPS may submit a request to the ECS SDPS to obtain Data Production Software Delivery Packages for U.S.  ASTER science software for higher level standard products.  The requested Data Production Software Delivery Packages will be delivered to the ASTER GDS SDPS via physical media.

6.6
Valids Exchange

Valids are exchanged between ECS and ASTER GDS via e-mail as described in the Operations Agreement Between the EDC DAAC and ASTER GDS. Information about valids formats and definitions are provided below.

In the paragraphs below, groups within the [ ] are optional.  Values that are repeated within a category are separated by commas.  The notes within the < > are just for descriptive purposes.  If multiple values are not shown, then a single value is assumed.

A SINGLE_VALUE is of the form: “some string with double quote marks preceded by \”

A MULTIPLE_VALUE_LIST is of the form:   (SINGLE_VALUE[SINGLE_VALUE, …])
6.6.1
Format for ASTER GDS Valids for ECS

The following describes the valids file format that ASTER GDS creates and sends to ECS.  This file contains the information ECS uses for both Data Dictionary valids and directory information.  ECS will parse this one file and internally use it in the Data Dictionary as needed.

GROUP = VALIDS

    DATA_CENTER_ID = “<data_center_id>”

    GROUP = DATASET

        [CAMPAIGN = “ MULTIPLE_VALUE_LIST]”

        DATASET_ID = “ SINGLE_VALUE”

        SOURCE = “  MULTIPLE_VALUE_LIST”

        SENSOR = “  MULTIPLE_VALUE_LIST”

        [PARAMETER = “ MULTIPLE_VALUE”]  //At ASTER GDS request.
        PROCESSING_LEVEL = “SINGLE_VALUE”  Note: must be one of [1A, 1B, 2, 3, 4]

        [DAY_NIGHT_FLAG = “ MULTIPLE_VALUE_LIST”]
        GROUP = DATASET_COVERAGE

            SPATIAL = “ SINGLE_VALUE”

            TEMPORAL = “<MM/DD/YYYY - MM/DD/YYYY | present”

        END_GROUP = DATASET_COVERAGE

        [GROUP = GRANULE_COVERAGE

            SPATIAL = “ SINGLE_VALUE”

            TEMPORAL = “SINGLE_VALUE”

        END_GROUP = GRANULE_COVERAGE]

        [GROUP = DEPENDENCY 

               [SENSOR = “MULTIPLE_VALUE_LIST”]

               [SOURCE = “MULTIPLE_VALUE_LIST”]

               [PARAMETER = “MULTIPLE_VALUE_LIST”]

        END_GROUP  = DEPENDENCY]*  // 0 or more 

        GROUP = DIRECTORY_PARAMETERS

            DESCRIPTION = “<long description, quotes must be preceded by \>”

            DATASET_SHORT_NAME = “<short name for DATASET_ID>”
Note: ECS requires unique value across all ASTER GDS data sets.

            DISCIPLINE= “MULTIPLE_VALUE_LIST”

            TOPIC= “MULTIPLE_VALUE_LIST”

            TERM= “MULTIPLE_VALUE_LIST”

            VARIABLE= “MULTIPLE_VALUE_LIST”

            [GROUP = SPATIAL_COVERAGE

                EASTBOUNDINGCOORDINATE=”<float between -180 - +180>”

                WESTBOUNDINGCOORDINATE=”<float between -180 - +180>”

                NORTHBOUNDINGCOORDINATE=”<float between -90 - +90>”

                SOUTHBOUNDINGCOORDINATE=”<float between -90 - +90>”

                [MINIMUM_ALTITUDE=”<float>”]

                [MAXIMUM_ALTITUDE=”<float>”]

                [MINIMUM_DEPTH=”<float>”]

                [MAXIMUM_DEPTH=”<float>”]

            END_GROUP = SPATIAL_COVERAGE]

            GROUP = DATA_SET_CONTACT

                DATA_CENTER_LONGNAME=”<long name of DATA_CENTER>”

                [DATA_CENTER_URL=”<URL to home page of data center>”]

                [FIRST_NAME=”<first name of contact person>”]

                [MIDDLE_NAME=”<middle name of contact person>”]

                [LAST_NAME=”<last name of contact person>”]

                PHONE=”<phone number of site>”

                [FAX = “<FAX number at site>”]

                EMAIL=”<e-mail of contact person>”

                ADDRESS=”<free text including address>”

            END_GROUP = DATA_SET_CONTACT

        END_GROUP = DIRECTORY_PARAMETERS

        GROUP = SERVICES

            GROUP = BROWSE

                FTP=”no”

                INTEGRATED=”yes”

            END_GROUP = BROWSE

        END_GROUP=“SERVICES”

    END_GROUP = DATASET

    /*  REPEAT DATASET group for each dataset available through the Gateway. */

END_GROUP = VALIDS

6.6.2
Format for ECS Valids for ASTER GDS

The following describes the valids file format that ECS creates and sends to the ASTER GDS.  This file is identical to the valids file sent from ASTER GDS to ECS, with the exception that the DIRECTORY group is omitted. 

GROUP = VALIDS

    DATA_CENTER_ID = “<data_center_id>”

    GROUP = DATASET

        [CAMPAIGN = “ MULTIPLE_VALUE_LIST]”

        DATASET_ID = “ SINGLE_VALUE”

        SOURCE = “  MULTIPLE_VALUE_LIST”

        SENSOR = “  MULTIPLE_VALUE_LIST”

        PARAMETER = “ MULTIPLE_VALUE”

        PROCESSING_LEVEL = “SINGLE_VALUE”
Note: must be one 
of [0, 1A, 1B, 2, 3, 4]

        [DAY_NIGHT_FLAG = “ MULTIPLE_VALUE_LIST”

        GROUP = DATASET_COVERAGE

            SPATIAL = “ SINGLE_VALUE”

            TEMPORAL = “<MM/DD/YYYY - MM/DD/YYYY | present”

        END_GROUP = DATASET_COVERAGE

        [GROUP = GRANULE_COVERAGE

            SPATIAL = “ SINGLE_VALUE”

            TEMPORAL = “SINGLE_VALUE”

        END_GROUP = GRANULE_COVERAGE]

        [GROUP = DEPENDENCY

               [SENSOR = “MULTIPLE_VALUE_LIST”] 

               [SOURCE = “MULTIPLE_VALUE_LIST”] 

               [PARAMETER = “MULTIPLE_VALUE_LIST”] 

        END_GROUP  = DEPENDENCY]*  // 0 or more 

        GROUP = SERVICES

            GROUP = BROWSE

                FTP=”no”

                INTEGRATED=”yes”

            END_GROUP = BROWSE

            [GROUP = PGR

                PRODUCT_TYPE= "SINGLE_VALUE"

                SENSOR_TYPE= "MULTIPLE_VALUE_LIST"

                RESOUCE_PRODUCT = "SINGLE or  MULTIPLE_VALUE"

                PGR_SPEC_NUMBER

                {GROUP = PGR_SPEC

                    PGR_CODE = "SINGLE_VALUE"

                    PGR_TYPE = 0 or 1

                    PGR_COMMENT = "SINGLE_VALUE"

                    PGR_LIST = "MULTIPLE_VALUE_LIST"

                    PGR_MAXVALUE = "SINGLE_VALUE"

                    PGR_MINVALUE = "SINGLE_VALUE"

                END_GROUP = PGR_SPEC}+  // 1 or more

            END_GROUP = PGR]*  // 0 or more

    END_GROUP = DATASET

    /*  REPEAT DATASET group for each dataset available through the Gateway. */

END_GROUP = VALIDS

6.7
Guide and Guide Searches

ERSDAC will provide Guide data to the EDC DAAC. Details of this interface are stated in the Operations Agreement between the EDC DAAC and ASTER GDS Section 4.3.5.
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Section 7.  Interfaces Between the ECS CSMS and the ASTER GDS AOS
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Section 8.  Interfaces Between the ECS CSMS and the ASTER GDS GSMS/IMS
8.1
General

This section describes the system status exchange interfaces between ECS and the ASTER GDS. Communications between ECS CSMS and the ASTER GDS CSMS Ground System Management System (GSMS) will be by e-mail. Exchanged information is system running status information and maintenance scheduling information. This information will be formatted for automated import to and export from the  Remedy Action Request System (ARS) on the ECS side and a custom problem tracking system on the Aster GDS side. The interface (ECS CSMS or ASTER GDS CSMS GSMS) whose system running status changes, will send its information to the other interface. 

8.2
ECS System Management Data

ECS and ASTER GDS are responsible for exchanging system management information and event notifications.  The information will be in a shared schema which allows incorporation into the respective trouble ticketing system.

ASTER GDS shall notify ECS of all scheduled maintenance activities affecting ECS sites nominally 5 days in advance.  The notice will be sent to the SMC where it will be forwarded to affected ECS sites.  The notification will provide an estimated time of restoration. 

8.3
Detailed Description of the System Management Data

The format for management information notification is via SMTP electronic mail (email) and will be formatted in a machine-parsable form.  The template for ECS-ASTER GDS event notification is illustrated in Figure 8-1.  This template is also used for notification of maintenance activities.  Table 8-1 shows ECS-ASTER GDS Event Notification Message Fields.  Table 8-2 shows the mapping between site names and site IDs used in the schema.  The Affected Service Identification Table is shown in Table 8-3, and Figure 8-2 contains the GDS_Header, which will be required in transmitting the ECS-ASTER GDS Event Notification Message via e-mail.

The following figure and table show the template for ECS-ASTER GDS Event Notifications, the schema for the template and the associated fields.

	# Transfer Schema E-mail Template

Schema: Trouble-Ticket-Xfer

Status 
!536870912!:

EventDescription !536870913!:

StatusLog !536870919!:

Activity 
!536870918!:

SourceCreateDate !536870916!:

SourceCloseDate !536870920!:

SourceTicketId !536870914!:

AffectedSites !536870917!:

SourceSiteId !536870921!:

ContactInformation !536870915!:

DestinationSiteId !536870922!:

Note: A blank line must follow the Schema field.


Figure 8-1.  ECS-ASTER GDS Event Notification Message Format

Table 8-1.  ECS-ASTER GDS Event Notification Message Schema Fields (1 of 2)

	
Field
	
Field ID
	Data Type
	
Size
	
Values
	
Definition

	Status
	536870912
	Selection
	4
	Open, Closed, Tracking, Information, Rejected
	Current status of trouble ticket in its source system.  Note, Aster only issues the Open and the Closed status values when sending to ECS.  ECS supports all 5 status values.  Reason for a status of Rejected  can be found in the StatusLog field.

	EventDescription
	536870913
	Character
	255
	
	This field contains a short description of the problem.  For messages sent by Aster GDS, the field is formatted with “Segment, Subsystem, Service, trouble/maintenance, Explanation”.  See Table 8-3 for a list of valid service Ids. For messages sent by ECS, the field is completely free form.

	SourceTicketId
	536870914
	Character
	15
	
	Trouble ticket id from ticket's source system.

	ContactInformation
	536870915
	Character
	255
	
	Name, phone, fax, etc. of responsible person(s) at source site.

	SourceCreateDate
	536870916
	Date/Time
	4
	
	Timestamp when ticket was created in source system. GMT

	AffectedSites
	536870917
	Character
	255
	See table below for current list of supported sites.
	Space separated list of site ids for sites affected by event.  Note, the sending site may but is not obligated to fill in this field since the receiving site agrees to forward the ticket to affected sites.

	Activity
	536870918
	Character
	25
	
	If an outage is determined to be from a planned outage the ticket will be marked as such, otherwise it will be marked unplanned.  This field is *NOT* used for scheduling future planned outages.

	StatusLog
	536870919
	Diary
	Unlimited
	
	For messages sent by ECS, this field shall contain all diagnostic notes and any other information deemed important to the destination site.  All related external trouble tickets received against this problem will be included here and marked "\nEOSXID: SourceTicketNumber\n".  The reason for rejecting a messages is included here as well.

	SourceCloseDate
	536870920
	Date/Time
	4
	
	Timestamp of when source system closed their ticket. GMT.

	SourceSiteId
	536870921
	Character
	30
	See table below for current list of supported sites.
	Site id of site that sent you this ticket.  See Table 8-2 for list of site Ids.


Table 8-1.  ECS-ASTER GDS Event Notification Message Schema Fields (2 of 2)

	
Field
	Field ID
	Data Type
	Size
	
Values
	
Definition

	DestinationSiteId
	536870922
	Character
	30
	See table below for current list of supported sites.
	Site id of site that you intend to receive this ticket.  See Table 8-2 for list of site Ids.


Table 8-2.  Domain Site to Domain ID Mapping
	Domain Sites
	Domain IDs

	ASTER GDS
	AGD

	SMC
	SMC

	EOC
	EOC

	GSFC 
	GSF

	LaRC
	LAR

	EDC
	EDC

	NSIDC
	NSC

	JPL
	JPL

	ASF
	ASF

	ORNL
	ORN

	ECS EDF
	EDF

	EDOS
	EDO

	EMSn 
	EBN

	NSI
	NSI


E-mail Contents Header

BEGIN_OBJECT=GDS_Header;


Message_Number=123456789;
/* Message Sequential Number  0 ~ 999999999(dec) */


ReEntrantCheck=Yes;
/* Re-entarant Check Flag  "Yes", "No" */


Sender_ID=GDS;
/* Sender ID  ECS, GDS */


Receiver_ID=ECS
/* Receiver ID  ECS, GDS */


Mode=Operation;
/* Operation Mode  "Operation", "Test" */

Data_Number=0;
/* Data Sequential Number  0~999999999(dec) */


EndData_Flag=E;
/* End-data Flag  "E" or "" */


Send_Date=1998-08-01;
/* Send Date  yyyy-mm-dd */


Send_Time=06:56:12.056;
/* Send Time  hh:mm:ss.msc */


END_OBJECT=GDS_Header;



/* End of GDS Header */



BEGIN_OBJECT=DATA 



/*  Data Description Area */ 



END_OBJECT=DATA

Figure 8-2.  Standard E-mail GDS Header (1 of 2)

	No.
	Key
	Contents
	Value

	1
	Message_Number
	Message serial number in seder segment. A series of Interface sequence is set same number.
	"000000000"

~"999999999"(dec)

Values are used cyclically.

	2
	ReEntrantCheck
	If this flag is "Yes", same "

Message_Number" message can be skipped in Receiver.
	"Yes": Check

"No": No Check

	3
	Sender_ID
	Identifier of Sender's Segment/Subsystem.
	ECS, GDS

	4
	Receiver_ID
	Identifier of Receiver's Segment/Subsystem
	Same as Sender_ID

	5
	Mode
	Identifier of Operation Mode / Test Mode.
	"Operation" or "Test"

	6
	Data_Number
	Serial Number in the case there are plural data.
	"000000000"

~"999999999" (dec)

	7
	EndData_Flag
	Identifier of End data in the case there are plural data.
	ASCII Blank (20hex): all data except end one

"E": Last data (including in the case of there is only 1 data)

	8
	Send_Date
	Date to send message.

Display with yyyy-mm-dd.

Use GMT.

yyyy: Year

mm: Month

dd: Day
	yyyy:0000~9999

mm:01~12

dd:01~28,29,30,31

	9
	Send_Time
	Time to send message.

Display with hh:mm:ss.msc.

Use GMT.

hh: Hour (24hour system)

mm: Minute

ss: Second

msc: Milli Second
	hh:00~23

mm:00~59

ss:00~59

msc:000~999

Use MSCif necessary. Set 000 if not necessary.


Figure 8-2.  Standard E-mail GDS Header (2 of 2)

DAR User Profile Mail Format 

**********

First Name:

Middle Initial:

Last Name:

E-mail:

Telephone:

Fax:

Postal Code:

Address:

City:

State:

Country:

User ID:

DAR User Category:
**********

First Name:

Middle Initial:
Last Name:

E-mail:

Telephone:

Fax:

Postal Code:

Address:

City:

State:

Country:

User ID:

DAR User Category:
**********

   •

   •

   •


Example:

**********

First Name: William

Middle Name: J

Last Name:Clinton

e-mail:president@whitehouse.gov

Telephone:1-202-456-1414

Fax:1-202-456-1415

Postal Code:20500

Address: The White House 1600 Pennsylvania Ave., N.W.

City: Washington

State:D.C. 

Country: U.S.A.

User ID:1111111

DAR User Category: 20
**********

	
Item
	size

(bytes)
	
Description

	First Name
	20
	

	Middle Initial
	1
	

	Last Name
	20
	

	E-mail
	50
	

	Telephone
	20
	include country code

	Fax
	20
	include country code

	Postal Code
	15
	

	Address
	96
	address without country, state and city.

	City
	30
	

	State
	20
	

	Country
	30
	

	User ID
	16
	

	DAR User Category
	2
	number, 1 (highest) - 99 (lowest)


Figure 8-3.  DAR User Profile Mail Format

8.4
DAR User Profile

The DAR User Profile message will be sent from ECS to ASTER GDS.  The DAR User Profile message format is provided in Figure 8-3.  The standard E-mail message header to be used in the  transmission of the DAR User Profile message is provided as Figure 8-2.

8.5
Remaining DAR Budget 

Remaining DAR Budget will be determined automatically based upon the DAR User Category.  Changes to the DAR Budget can be made by changing the DAR User Category of the DAR User Profile message (Figure 8-3).  By agreement between ERSDAC and the ASTER Science Team, the remaining DAR budget is decremented as user DAR resources are utilized, until the DAR budget is completely depleted.  Remaining DAR Budget will not be available from either User Profile, but can be accessed by sending an E-mail from the DAR Tool to ASTER GDS.  During the “Operational Phase,” the ECS DAR Tool will generate the Remaining DAR Budget Request according to the agreed format. This E-mail will be sent via EMSn to GDS.  The standard E-mail message to be used is shown in Figure 8-2. ASTER GDS will answer with a Remaining DAR Budget Response message directly to the user identified by the User ID of the Remaining DAR Budget Request. This reply will be sent over the Internet.  Figures 8-4a and 8-4b show the formats for the content of the Remaining DAR Budget Request Mail and Remaining DAR Budget Response Mail, respectively.

User ID:

	Item
	size

(bytes)
	Description

	User ID
	16
	


Figure 8-4a. Request Mail of Remaining DAR Budget 

User ID:

Distributed Budget:

Remain Budget:

	Item
	size

(bytes)
	Description

	User ID
	16
	

	Allocated Budget
	10 
	xAR Budget allocated by ASTER-GDS in sq km

	Remain Budget
	10 
	= Remaining Budget -Requested Area

in sq km


Figure 8-4b.  Response Mail of Remaining DAR Budget

Section 9.  ADN/DADS for EDS 

9.1
Overview

ECS will provide Expedited Data Sets (EDS) to the ASTER GDS for use in evaluating the operation of the instrument.  Expedited Data Sets (EDS) are defined as raw satellite telemetry processed into time-ordered instrument packets with packets separated into files for a given downlink contact.  The data flow of the EDS is shown in Figure 9-1.  The data format and contents of the EDS are illustrated in the ICD Between EDOS and the EOS Ground System (EGS).

[image: image20..pict]Figure 9-1.  EDS Data Transmission Diagram

9.2
EDS Subscription

GSFC DAAC operations will place a subscription to the subscription server, on behalf of the ASTER GDS, once in the beginning of the mission and/or once at a time defined in an Operations Agreement between the ASTER GDS and ECS.  Each time the GSFC DAAC receives an EDS from EDOS, the subscription will trigger and automatically cause an e-mail message to be sent to the ASTER GDS DADS, as described below.

9.3
EDS Notification/Request

The GSFC DAAC will automatically notify ASTER GDS DADS each time an ASTER EDS is received from EDOS.  This notification will be in the form of an EDS Data Notification (EDN) sent via e-mail, over EMSn.  The format of the EDN is shown in Table 9-1 and Table 9-2.  ASTER GDS DADS will have the option of ignoring the data notification or requesting EDS based upon the metadata (time range of coverage) contained in the EDN.  This request from ASTER GDS DADS will be a EDS Data Request (EDR) sent via e-mail, over EMSn.  The format of the EDR is shown in Table 9-3.  Figure 8-2 contains the standard E-mail header to be used when transmitting the EDN, EDR, and EDDN.  The EDS will include a Construction Record File and CCSDS Packet Data File as described in the EDOS ICD Section 8.1.2.10-1.
9.4
EDS Distribution Notice (EDDN)

ECS sends an EDDN email to ASTER GDS  DADS  to announce that requested data files have been staged at the ASTER ADN for a pull by the ASTER GDS via ftp. The EDDN  as defined in Table 9-4 provides  the information that  is necessary  for  the  ASTER GDS to  accomplish the  ftp get.  Figure 9-3 is a sample EDDN.
Table 9-1.  EDS Data Notification (EDN) Format

	

Parameter
	

Contents
	PVL Data Type
	Max Length (Bytes)
	

Value

	OBJECT
	
	
	
	EDS_INFORMATION

	  TOTAL_GRANULE_COUNT
	The total number of EDS  granules.  Note, the number of granules is dependent upon the size of the file sent by EDOS. GRANULE ID in a single EDN is 1.
	Integer
	4
	1-9999

	  OBJECT
	Start of each EDS information.  EDS is made by UNIX files.
	-
	-
	EDS_SPEC

	   BEGINNING_
   DATE/TIME 
	Date and Time (in GMT) of the first CCSDS packet of the EDS.
	date/time
	27
	yyyy-mm-dd-Thh:mm:ss.ddddddZ

	   ENDING_DATE/TIME
	Date and Time (in GMT) of the last CCSDS packet of the EDS.
	date/time
	27
	yyyy-mm-dd-Thh:mm:ss.ddddddZ

	GRANULE_ID
	Granule ID is the ECS UR for that data granule
	variable 

string
	ASCII (334B)

Including 325 B for granule ID
	The value will be enclosed in double quotes“”

	   APID_COUNT
	Number of APIDs in this EDS file.
	ASCII
	2
	2-3

	   OBJECT
	Start of APID specification (repeat for each APID)
	ASCII
	9
	APID_SPEC

	      APID_IN_EDS
	Decimal value of the EDOS APID.
	-
	4
	See  Table 9-2

	   END_OBJECT
	End of APID Specification.
	ASCII
	9
	APID_SPEC

	   FILE_ID  (UR)
	EDOS EDS Filename. (Repeat for each file in EDS)
	ASCII
	256
	EDOS File ID

	  END_OBJECT
	End of parameters for each file group.
	-
	-
	EDS_SPEC

	END_OBJECT
	End of EDS information.
	-
	-
	EDS_INFORMATION


Table 9-2.  EDS Data Notification (EDN) Format

	ASTER 
Data Group
	Operation 
Mode
	APIDS in a EDS
(in Hex)
	APDIS in a EDS (Decimal)

	VNIR(1)
	Observation
	x101, x103
	257, 259

	VNIR(2)
	Observation
	x111, x113
	273, 275

	SWIR
	Observation
	x121, x123
	289, 291

	TIR
	Observation
	x131, x133, x132
	305, 307,306

	VNIR(1)
	Calibration
	x105, x107
	261, 263

	VNIR(2)
	Calibration
	x115, x117
	277, 279

	SWIR
	Calibration
	x125, x127
	293, 295

	TIR
	Calibration
	x135, x137, x`
	309, 311, 310

	VNIR(1)
	Test
	x109, x10B
	265, 267

	VNIR(2)
	Test
	x119, x11B
	281, 283

	SWIR
	Test
	x129, x12B
	297, 299

	TIR
	Test
	x139, x13B, x13A
	313, 315, 314


Table 9-3.  EDS Data Request (EDR) Format

	

Parameter
	

Contents
	PVL Data Type
	Max Length (Bytes)
	

Value

	OBJECT
	
	
	
	EDS_DESINFO

	  TOTAL_GRANULE_COUNT
	The total number of EDS granules.   
	Integer
	4
	1-9999

	  OBJECT
	Start of each file information of GSFC DAAC to ftp-put to ASTER GDS.
	-
	-
	FILE_SPEC

	GRANULE_ID
	Granule ID is the ECS UR for that data granule
	variable 

string
	ASCII (334B)

Including 325 B for granule ID
	The value will be enclosed in single quotes. ASTER GDS will return the value sent by ECS

	  END_OBJECT
	End of parameters for each file group.
	-
	-
	FILE_SPEC

	END_OBJECT
	End of EDS information.
	-
	-
	EDS_DESINFO


Table 9-4.  EDS Distribution Notice (EDDN) Format (1 of 3)

	
Keyword
	
Description
	
Type
	Format/ Size1 (bytes)
	Keyword: Value2
	
	

	(None, customized preamble)
	Each distribution notice message begins with an explanatory preamble. 

The preamble file is specific to the DAAC, to the delivery media type and to success or failure of the delivery.  The preamble ends with a special character sequence: a blank line followed by a line of 10 "+" characters followed by another blank line. To parse the message, the parser can be written either to skip the delimiter portion or to search for KEYWORD: (distribution notice keyword as defined in this table followed by a colon).  
	Free text
	NA
	The preamble ends with a special character sequence: a blank line followed by a line of 10 "+" characters followed by another blank line. The preamble shall not contain keyword plus colon sequences or "+" signs.
	
	

	ORDERID
	ECS internal identification code for the GDS data order
	Variable

String
	ASCII 

(minimum: 19 B)
	‘ORDERID: 
<value>’ 

where <value> consists of 10 or more alphabetic or numeric characters.
	
	

	REQUESTID
	ECS internal identification code for the GDS data distribution request. (Each order consists of one or more requests.)
	Variable

String
	ASCII 

(minimum: 21 B)
	‘REQUESTID: <value>’ 

where <value> consists of 10 or more alphabetic or numeric characters.
	
	

	USERSTRING
	For future use.
	Variable String
	ASCII

(255 B)
	‘USERSTRING: 
	
	

	FINISHED


	Time at which ECS staged data for pull by the GDS
	Fixed

String
	ASCII 

(29 B including 19 B for date and time)
	‘FINISHED: MM/DD/YYYY

<blank>HH:MM:SS’
	
	

	[Blank line]
	
	
	
	
	
	

	FAILURE
	Simple notification that the request stopped. If failures are encountered, this line precedes a failure message. “FAILURE” and message omitted otherwise.
	Fixed String
	ASCII

(8 B)
	‘FAILURE’
	
	


Table 9-4.  EDS Distribution Notice (EDDN) Format (2 of 3)

	
Keywords
	
Description
	
Type
	Format/ Size1 (bytes)
	Keyword: Value2
	
	

	<failure message>
	Message describing failure (if there is one). 
	Variable String
	ASCII

(25 B)
	‘<failure message>’

(Will consist of one of two messages: ‘The request was cancelled’ or ‘The request failed’)
	
	

	MEDIATYPE
	Type is FtpPush, meaning that ECS pushes data to a pull area for GDS
	Fixed String
	ASCII

18 B including 7 B for <type>) 
	‘‘MEDIATYPE: <type>’ where <type> is FtpPush 
	
	

	FTPHOST
	Name or IP address of workstation where data were made available for ftp pull by GDS
	Variable String
	ASCII

(73 B including 64 B for host name or IP address)

	e.g.,

‘FTPHOST: adn1.gds.aster.ersdac.or.jp
	
	

	FTPDIR
	File directory location without filename
	Variable String
	ASCII

(255 B max)
	‘FTPDIR: 
<directory>’
	
	

	MEDIA
	Media number within request
	Fixed String
	ASCII 
(12 B)
	 ‘MEDIA 1 of 1’
	
	

	MEDIAID
	Not provided for ftp push
	Fixed String
	ASCII 
(8 B)
	‘MEDIAID:<value>’  

where <value> is left out for ftp pull/push
	
	

	[Blank line]
	
	
	
	
	
	

	GRANULE
	Indicates start of a data granule. Value is the UR for that data granule. (Repeat for each granule.) (Indent by 1 tab.)
	Variable String
	ASCII

(98 B including 89 B for UR) 
	‘GRANULE: <UR>’
	
	

	ESDT
	Specifies the short name and Version ID (001 through 255) of the data’s Earth Science Data Type. (Repeat for each granule.) (Indent by 1 tab.)
	Fixed String
	ASCII

(18 B including 
8 B for the ESDT
name and 3 B for the version)
	‘ESDT: <ESDT Short Name.VersionID>’ 
	
	

	[Blank line] 
	
	
	
	
	
	

	FILENAME
	The filename for a file in the present granule. (Repeat for each file in present granule.) 
(Indent by 2 tabs.)
	Fixed String
	ASCII

255 bytes max 
	‘FILENAME: <name>’ 
	
	

	FILESIZE
	The file’s size in Bytes.

(Repeat for each file in present granule.) (Indent by 2 tabs.)
	Fixed String
	ASCII

(22 B including 12 B for size) 
	‘FILESIZE: <size>’ 
where size is a decimal value
	
	

	[blank line]
	Follows each FILENAME/FILESIZE entry
	
	
	
	
	


Table 9-4.  EDS Distribution Notice (EDDN) Format (3 of 3)

	
Keywords
	
Description
	
Type
	Format/ Size1 (bytes)
	Keyword: Value2

	Failure Notification
	Message appended to the end of notice when there are failures, listing the granules requested. In the failure case, none of the granules are considered by the system to be distributed. There are no partial failures.
	Variable String
	ASCII
	‘None of the requested granules are considered distributed.

The requested granules were:

<Granule UR list>’


Note 1.  This field length includes a keyword, a colon, 1 blank, and a value string.

Note 2. Angle brackets (“<” and “>”) enclose information to be supplied by ECS at distribution time.

Dear User,

Your FTP product request has been processed for the data file(s)

listed below. The files associated with the product(s) have been sent

to your site using FTP push.

Useful documents are located at

http://daac.gsfc.nasa.gov/CAMPAIGN_DOCS/EOS/eos_docs.html

For more information or to report a problem, please contact the GES

DAAC User Services at

GES DAAC ECS User Services

NASA GSFC Code 902

Greenbelt, MD 20771

Telephone (301) 614-5473

FAX (301) 614-5268

daac_usg@gsfcsrvr4.gsfcmo.ecs.nasa.gov

++++++++++

ORDERID: 0000001288

REQUESTID: 0000001279

USERSTRING: 

FINISHED: 04/30/2000 14:42:43

MEDIATYPE: FtpPush

FTPHOST: adn1.gds.aster.ersdac.or.jp

FTPDIR: /incoming

MEDIA 1 of 1

MEDIAID: 


GRANULE: UR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[GSF:DSSDSRV]:21:SC:AST_EXP.001:324340


ESDT: AST_EXP.001



FILENAME: E04202890420291AAAAAAA00121161108800.EDS



FILESIZE: 504



FILENAME: E04202890420291AAAAAAA00121161108801.EDS



FILESIZE: 93892350



FILENAME: E04202890420291AAAAAAA00121161108800.EDS.XFR



FILESIZE: 44

Figure 9-3.  Sample EDS Distribution Notice (EDDN)

9.5
EDS Transmission/Authentication

The EDS file will be transferred from the GSFC DAAC host computer to the ASTER GDS CSMS ADN FTP server by using standard FTP put protocol.  Immediately upon completion of the FTP of the data file, ECS will transmit a ‘signal file’ to the same directory on the receiving host computer. The ‘signal file’ will be used by the receiving host to identify the completion of the file transfer of the EDS data file.  The GSFC DAAC host computer will send a standard UNIX password to ADN ftp for authentication.  Registered mail will be used to exchange passwords for ftp authentication.

9.6
Non-Receipt of EDS

In the event that ASTER GDS does not receive requested data, it will communicate with GSFC DAAC via phone or e-mail for problem resolution, as documented in Operations Agreement Between the GSFC DAAC and ASTER GDS SDPS.
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� In the EMOS Requirements Specification for the ECS Project, these notifications are called “Emergency Notification Messages”.


� In the EMOS Requirements Specification for the ECS Project, these notifications are called “Command Notification Messages”.





Check the ESDIS Doc Server at http://esdis-it.gsfc.nasa.gov/DT/intro.html to verify that this is the correct version prior to use
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Fig 6-2. Interfaces Between ECS Earth Science Search Tool and ASTER SDPS

*  *









Note 2: Message which is not supported by V0, but is added to V0 protocol to exploit new ECS V1 services.

Note 1:  ERSDAC must implement ODL to include ECS Request ID in V0 Product Request.
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